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Abstract

The aim of this paper is to give a new explicit construction of Lusztig’s asymptotic
algebra in affine type A. To do so, we construct a balanced system of cell modules, prove an
asymptotic version of the Plancherel Theorem and develop a relative version of the Satake
Isomorphism for each two-sided Kazhdan-Lusztig cell.
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Introduction

Kazhdan-Lusztig theory plays a fundamental role in the representation theory of Coxeter groups,
Hecke algebras, groups of Lie type, and Lie algebras. One of the most fascinating objects in
the theory is the asymptotic algebra introduced by Lusztig in [18]. This algebra is “simpler”
than the associated Hecke algebra, yet still encapsulates essential features of the representation
theory. This apparent simplicity is contrasted by the considerable difficulty one faces in explicitly
realising the asymptotic algebra for a given Coxeter group, because on face value it requires a
detailed understanding of the entire Kazhdan-Lusztig basis, and the structure constants with
respect to this basis.

The asymptotic algebra J is a Z-algebra with basis (tw)w∈W indexed by the associated
Coxeter group W and multiplication defined using coefficients of the structure constants of
the Kazhdan-Lusztig basis in the Hecke algebra. The structure of this algebra is intimately
related to the notion of Kazhdan-Lusztig cells: for instance, if ∆ is a two-sided cell of W then
J∆ = spanZ{tw | w ∈ ∆} is a two-sided ideal of J and in turn, J is a direct sum of J∆ where ∆
runs through the set of two-sided cells of W .

For general affine (equal parameter) type, Lusztig gave a conjectural description of the
asymptotic algebra in terms of the Langlands dual group [20]. In the case of affine type A,
this conjecture is equivalent to show that, for all two-sided cells ∆λ, the subalgebra Jλ = J∆λ

is isomorphic to the representation ring of a certain connected reductive group Fλ with Weyl
group Gλ. This was first proved by Xi in a remarkable paper [31] in 2002 where he gave the
first explicit construction of the asymptotic algebra in affine type A using the notion of chains
and antichains, following work of Shi [28]. Around the same time Bezrukavnikov and Ostrik [4]
verified Lusztig’s conjecture in a modified form for general affine type (see also [3]). A further
approach to constructing the asymptotic algebra in affine type A was given recently by Kim and
Pylyavskyy [14] using the affine matrix ball construction.
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The aim of this paper is to present a new construction of the asymptotic algebra in affine
type A as a matrix algebra with coefficients in the ring of Gλ-symmetric functions which we
believe is interesting for three main reasons: (1) our construction is based on the combinatorial
notion of alcove paths and the representation ring of Fλ appears very naturally via the Gλ-
Schur symmetric functions, (2) an asymptotic version of the Plancherel Theorem is proved,
which endows the asymptotic algebra with an inner product, and (3) there are indications that
our methods are adaptable to other affine types, and moreover to the unequal parameter case.
For instance, similar methods have been used by the second and fourth authors to construct
the asymptotic algebra associated to the lowest two-sided cell in general affine type (for all
parameters; see [11, Section 6]) and to construct the full asymptotic algebra for all affine Hecke
algebras associated to rank 2 root systems (for all parameters; see [11, 12]).

Let W̃ be the extended affine Weyl group of type Ãn and let H̃ be the associated extended
Hecke algebra defined over R = Z[q, q−1]. We will denote by (Tw) the standard basis of H̃ (which
reflects the Coxeter structure of H̃) and by (Cw) the Kazhdan-Lusztig basis of H̃ which is at
the heart of the definition of Kazhdan-Lusztig (left, right, and two-sided) cells. The description

of cells in W̃ is known by the work of Lusztig and Shi [17, 28]. For a partition λ of n + 1 we

denote byWλ the standard Young subgroup of W̃ associated to λ and by wλ the longest element
of Wλ. Let ∆λ be the two-sided cell containing wλ′ (where λ′ is the transposed partition of λ).
Then (∆λ)λ⊢n+1 describes the full set of two-sided cells and we further have ∆λ ≤LR ∆µ in the
two-sided order if and only if λ ≤ µ in the dominance order for partitions.

Since affine type A is necessarily “equal parameters”, deep geometric interpretations of
Kazhdan-Lusztig theory imply positivity properties in the Hecke algebra, such as the posi-
tivity of the coefficients of the Kazhdan-Lusztig polynomials, and positivity of the coefficients of
the structure constants hx,y,z with respect to Kazhdan-Lusztig basis. This positivity implies a
collection of useful properties in the theory, which have been collected by Lusztig [21] in a series
of statements now known as P1–P15. These statements capture the essential properties of cells,
Lusztig’s a-function (defined by a(z) = max{deg(hx,y,z) | x, y ∈ W̃}), and of the asymptotic
algebra (note that P1–P15 remain conjectural in the general case of Coxeter groups with unequal
parameters). In particular, these properties imply that a is constant on two-sided cells, and it

follows that a(∆λ) = a(w′
λ) = ℓ(wλ′) where ℓ is the usual length function on W̃ . The structure

constants γx,y,z with respect to the basis (tw) of the asymptotic algebra J are the coefficients
of the term of degree a(z) in hx,y,z−1 .

Our main tool to describe the algebra J is a family of matrix representations (πλ)λ⊢n+1

of H̃ defined over a ring R[ζλ] that turn out to be deeply connected to Kazhdan-Lusztig theory
and that admit a combinatorial description in terms of λ-folded alcove paths (with respect to a
distinguished basis). In the course of this paper we will show that:

• the representations πλ are bounded by a(∆λ). That is, the maximal degree in q of the

entries of the matrices πλ(Tw) for w ∈ W̃ is bounded by a(∆λ) (see Theorem 4.7).
• the representations πλ recognise ∆λ. That is, for w ∈ W̃ we have w ∈ ∆λ if and only if
the matrix πλ(Tw) has an entry of degree a(∆λ). Furthermore, this term is unique and its
position in the matrix determines in which left and right cell of ∆λ the element w lies (see
Theorems 5.7 and 7.2).

• The asymptotic algebra Jλ = J∆λ
associated to ∆λ is isomorphic to the matrix algebra Cλ

with Z-basis given by the leading matrices cλ(w) with w ∈ ∆λ. Here cλ(w) is the matrix
obtained by evaluating the matrix q−a(∆λ)πλ(Tw) at q

−1 = 0 (see Theorem 5.8).
These properties show that the family (πλ)λ⊢n+1 forms a balanced system of cell representations
as defined in [11] (see Corollary 7.10).
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In the process of proving the above statements we prove the following results, which we
believe are interesting in their own right.

• We develop an asymptotic version of the Opdam’s Plancherel Theorem [24] in affine type A
by showing that the terms in the Plancherel Theorem are in bijection with the set of two-
sided cells, and that the coefficients that appear are linked to Lusztig’s a-function (see
Section 5.2).

• We prove a λ-relative version of the Satake Isomorphism, giving an isomorphism from
πλ(1λH̃1λ) (where 1λ is a renormalisation of Cwλ′ ) to the ring of Gλ-symmetric functions
(see Theorem 3.12).

• We describe the set Γλ ∩Γ−1
λ (with Γλ the right cell containing wλ′) in a very natural way

in terms of the geometry of the fundamental λ-alcove (see Theorem 7.6).

We now describe in more details the content of the paper. To understand the general
philosophy it is helpful to understand the situation for the lowest two-sided cell ∆0 (the minimal
cell with respect to the two-sided order ≤LR; in this case our method applies to all affine Weyl
groups and all choice of parameters). This cell corresponds to the partition (1n+1), and contains
the longest element w0 of the finite Weyl group W . Let Γ0 be the right cell that contains w0.
Then Γ0 ∩ Γ−1

0 is the set of words tγw0 where γ ∈ P+ is a dominant weight and tγ ∈ W̃ is

the translation by γ. Let π0 be the principal series representation of H̃ as defined in [11] for
example. Then π0 has a combinatorial description in terms of positively folded alcoves paths,
is bounded by ℓ(w0) and recognises ∆0 (see [11, Section 6]). Furthermore, the leading matrix
c0(tγw0) for γ ∈ P+ has a unique non-zero coefficient, equal to sγ(ζ) (the Schur function of

type W ). In this case, the Satake Isomorphism provides an isomorphism between 10H̃10 and
the ring of W -symmetric functions (see [15, 23]). In this paper we construct analogues of the
above results for all two-sided cells.

Given a root system of type An we can construct the set of alcoves in the usual way. Then
to any partition λ of n + 1, we associate the fundamental λ-alcove Aλ defined as the set of
alcoves that lie between the hyperplanes Hα,0 and Hα,1 where α runs over the positive roots Φ+

λ

associated to the Young subgroup Wλ. Our representations πλ can be expressed in terms of λ-
folded alcove paths in Aλ (a generalisation of Ram’s positively folded alcove paths [26]; see [10]).
The symmetry group of Aλ plays a very important role in our work: it is the semi-direct product
of Gλ (the subgroup of W stabilising Aλ) and a set of pseudo-translations Tλ. Remarkably, the
λ-dominant elements of Tλ turns out to be closely related to Γλ ∩ Γ−1

λ , and the ring JΓλ∩Γ−1
λ

spanned by tw with w ∈ Γλ∩Γ−1
λ turns out to be isomorphic to the ring Z[ζλ]Gλ of Gλ-symmetric

functions (see Theorem 7.6). In the case of the lowest two-sided cell, Aλ is the set of all alcoves,
Gλ is W , and the set of pseudo-translations Tλ is the set of all translations.

Before turning our attention to the asymptotic Plancherel Theorem, let us first recall the
situation for a finite dimensional Hecke algebra H0 of type An. In this case the canonical trace
decomposes as a linear combination of irreducible characters (indexed by partitions) and the
coefficients that appear are normalisations of the generic degrees of H0. It turns out that the
coefficient associated to λ has valuation 2a(wλ′) (see [8]). There is an analogue of this decom-
position for affine Hecke algebras in the form of the Plancherel Theorem [24] which expresses
the canonical trace as a sum of integrals over families of representations. In this paper we show
that, in affine type A, a similar phenomenon as in the finite case happens: the terms in the
Plancherel formula are in bijection with the two-sided cells, and the coefficients have valuation
equal to 2a(∆λ) (this behaviour was first observed in affine Hecke algebras of types G̃2 and C̃2 by
the second and fourth authors in [11, 12]). This leads to an asymptotic version of the Plancherel
Theorem, which in turn gives rise to an inner product on the ring Cλ of leading matrices.
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Our λ-relative Satake theory and asymptotic Plancherel Theorem come together to prove
that the Z-algebra Cλ spanned by the leading matrices cλ(w) with w ∈ ∆λ is isomorphic to the
asymptotic algebra Jλ. We show that, up to conjugation, Cλ is a full matrix algebra over the
ring Z[ζλ]Gλ , hence giving an explicit construction of Lusztig’s algebra Jλ (see Theorem 7.8).

The structure of the paper is as follows. In Section 1 we recall background material on
the symmetric group, partitions and tableaux, affine Hecke algebras, and Kazhdan-Lusztig the-
ory. In Section 2 we explicitly describe the fundamental λ-alcove and its symmetries in affine
type A. Moreover we introduce a λ-dominance order on weights of the fundamental λ-alcove,
and recall the theory of λ-folded alcove paths from [10, 11, 12]. We construct a ring Z[ζλ]Gλ of
Gλ-symmetric functions, and recall the definition of the induced representations πλ, and their
combinatorial description, from [10].

In Section 3 we develop our λ-relative Satake theory, and in particular we prove in The-
orem 3.8 that the function fλ(h) = χλ(hCwλ′ ) is Gλ-symmetric. The λ-relative Satake Iso-
morphism is then given in Theorem 3.12. Section 4 proves two important properties of our
representations: the killing property (see Theorem 4.3) and the boundedness property (see
Theorem 4.7). This boundedness property allows us to define the leading matrices cλ(w) in
Section 4.3.

In Section 5 we recall the Plancherel Theorem for type Ãn, following [2]. We then develop our
asymptotic Plancherel Theorem in Theorem 5.6. This allows us to prove that πλ recognises ∆λ

(Theorem 5.7) and that Jλ
∼= Cλ (Theorem 5.8).

In Section 6 we introduce important elements mγ as certain maximal length Wλ′-double
coset representatives. These elements will ultimately describe Γλ ∩ Γ−1

λ , however we first need
to compute their lengths and prove a monotonicity of length with respect to the λ-dominance
order. These properties are stated in Theorem 6.4, however since the proofs turn out to be
technical, we present them in an appendix (see Appendix A). Finally, in Section 7 we give our
explicit construction of Lusztig’s asymptotic algebra Jλ.

1 Background and preliminary results

In this section we provide background on the symmetric group, tableau, the extended affine
Weyl group, the affine Hecke algebra, and Kazhdan-Lusztig theory.

1.1 The symmetric group and type An root system

Let V = {v ∈ Rn+1 | v·1 = 0}, where 1 = (1, 1, . . . , 1), and let ei = (0, 0, . . . , 0, 1, 0, . . . , 0)− 1
n+11

for 1 ≤ i ≤ n+ 1 (with the 1 in the ith place). Thus ei ∈ V , and we have e1 + · · · + en+1 = 0.
Let ⟨·, ·⟩ be the restriction of the standard inner product on Rn+1 to V .

Let Φ+ = {ei − ej | 1 ≤ i < j ≤ n + 1} and Φ = Φ+ ∪ (−Φ+) be a root system of type An.
The simple roots are αi = ei − ei+1 for 1 ≤ i ≤ n. The height of a root α =

∑n
i=1 aiαi

is ht(α) =
∑n

i=1 ai, and the unique highest root is φ = α1 + · · · + αn. The Weyl group
W of Φ is the symmetric group Sn+1, acting by wei = ew(i). Let s1, . . . , sn be the simple
reflections (elementary transpositions), and write S0 = {si | 1 ≤ i ≤ n}. Let ℓ : W → N be
the standard length function on the Coxeter system (W,S0). The inversion set of w ∈ W is
Φ(w) = {α ∈ Φ+ | w−1α ∈ −Φ+}.

The one line expression of w ∈W is the sequence [w(1), w(2), · · · , w(n+ 1)]. For 1 ≤ i ≤ n
we have ℓ(wsi) = ℓ(w) + 1 if and only if w(i+ 1) > w(i), and ℓ(siw) = ℓ(w) + 1 if and only if i
and i+ 1 appear in ascending order in the 1-line notation of w.
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If J ⊆ {1, . . . , n} let WJ be the parabolic subgroup of W generated by {sj | j ∈ J}. Let JW
denote the transversal of minimal length elements of cosets inWJ\W . Each w ∈W has a unique
expression as w = uv with u ∈ WJ and v ∈ JW , and ℓ(w) = ℓ(u) + ℓ(v). Let wJ denote the
longest element of WJ . We write w0 = w{1,...,n} for the longest element of W .

The support of a root α ∈ Φ is supp(α) = {i | ci ̸= 0}, where α =
∑n

i=1 ciαi. For J ⊆
{1, . . . , n} let ΦJ = {α ∈ Φ | supp(α) ⊆ J}, and for w ∈W write ΦJ(w) = Φ(w)∩ΦJ . If w = uv
with u ∈ WJ and v ∈ JW then Φ(u) = Φ(w) ∩ ΦJ . In particular, we have JW = {v ∈ W |
ΦJ(v) = ∅} (see [10, Lemma 1.2]).

1.2 Partitions and tableaux

Many objects in this paper are indexed by the set P(n + 1) of all partitions of n + 1. For
λ ∈ P(n + 1) write λ ⊢ n + 1. We represent partitions as Young diagrams (using English
notation conventions). For λ ⊢ n+ 1 we make the following definitions.

– r(λ) denotes the number of parts of λ, and so λ = (λ1, λ2, . . . , λr(λ)).
– λ(0) = 0 and λ(i) = λ1 + · · ·+ λi for 1 ≤ i ≤ r(λ).
– tr(λ) is the standard tableau of shape λ filled by row.
– tc(λ) is the standard tableau of shape λ filled by column.
– λ[i, j] is the element in row i and column j of tr(λ) (with 1 ≤ i ≤ r(λ) and 1 ≤ j ≤ λi).
– Jλ = {1, 2, . . . , n+ 1}\{λ(1), λ(2), . . . , λ(r(λ))}.
– λ′ denotes the transposed partition of λ (obtained by reflecting λ in the main diagonal).

Example 1.1. Let λ = (5, 3, 3, 2, 1) ⊢ 14. Then r(λ) = 5 (the number of rows of the Young
diagram), and we have

tr(λ) =
1 2 3 4 5

6 7 8

9 10 11

12 13

14

and tc(λ) =
1 6 10 13 14

2 7 11

3 8 12

4 9

5

Then {λ(i) | 1 ≤ i ≤ r(λ)} = {5, 8, 11, 13, 14} (note that these are the final entries in each row
of tr(λ)) and so Jλ = {1, 2, 3, 4, 6, 7, 9, 10, 12}. We have λ′ = (5, 4, 3, 1, 1).

Let ≤ be the dominance partial order on P(n+ 1) given by µ ≤ λ if and only if µ(i) ≤ λ(i)
for all i ≥ 1 (where, by convention, we set λi = 0 if i > r(λ)). Recall that µ ≤ λ if and only if
λ′ ≤ µ′.

Write Wλ,
λW , Φλ and wλ in place of WJλ ,

JλW , ΦJλ and wJλ (we will employ similar
notational simplifications throughout the paper without further comment). In particular Wλ is
the standard Young subgroup associated to λ.

Lemma 1.2. We have w ∈ λW if and only if for each row of tr(λ) the elements of the row
appear in ascending order in the 1-line notation of w.

Proof. Note that if i and i+1 lie in the same row of tr(λ) then i ∈ Jλ, and if i+1 occurs before
i in the 1-line notation of w then ℓ(siw) = ℓ(w)− 1. The result follows.

Let

aλ =
∑
i≥1

(i− 1)λi =
1

2

∑
i≥1

λ′i(λ
′
i − 1) = ℓ(wλ′).
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Lemma 1.3. Let λ, µ ∈ P(n+ 1). If µ ≤ λ then aµ ≥ aλ with equality if and only if µ = λ.

Proof. This follows from the identity aλ =
∑

i≥1(n+ 1− λ(i)).

Let

ρλ =
1

2

∑
α∈Φ+

λ

α.

Then for j ∈ Jλ we have ⟨αj , ρλ⟩ = 1 (c.f. [10, Lemma 1.4]).

1.3 The element uλ

The element uλ introduced below plays an important role in this work.

Definition 1.4. Let uλ ∈W be the element given in 1-line notation by reading in the columns
of tr(λ), from top to bottom, left to right.

Definition 1.5. Let λ ⊢ n + 1 and w ∈ W . Insert dividers into the 1-line notation w =
[w(1), w(2), . . . , w(n + 1)] forming “blocks” according to the following rules. For 1 ≤ i ≤ n
insert a divider between w(i) and w(i+ 1) if either (1) w(i+ 1) < w(i) or, (2) w(i+ 1) > w(i)
and the numbers w(i) and w(i + 1) lie in a common row of tr(λ). The resulting expression,
with the 1-line notation split into blocks, is called the λ-expression of w. Define a partition
µ(w, λ) ∈ P(n+1) by rearranging the sequence of lengths of the blocks of the λ-expression of w
into decreasing order.

Example 1.6. If λ = (5, 3, 3, 2, 1) then uλ = [1, 6, 9, 12, 14, 2, 7, 10, 13, 3, 8, 11, 4, 5] and w =
[1, 3, 7, 2, 6, 11, 12, 5, 4, 14, 9, 10, 13, 8] has λ-expression [1 | 3, 7 | 2, 6, 11, 12 | 5 | 4, 14 | 9 | 10, 13 | 8].
Thus µ(w, λ) = (4, 2, 2, 2, 1, 1, 1, 1).

Definition 1.7. The right λ-ascent set of u ∈ λW is

Aλ(u) = {s ∈ S0 | ℓ(us) = ℓ(u) + 1 and us ∈ λW}.

Lemma 1.8. For u ∈ λW we have

Aλ(u) = {si | u(i) and u(i+ 1) lie in a common block of the λ-expression of u}.

Proof. Suppose that u(i) and u(i + 1) are in different blocks of the λ-expression of u. Then
either u(i + 1) < u(i) or u(i + 1) > u(i) and the numbers u(i) and u(i + 1) are in a common
row of tr(λ). In the former case we have ℓ(usi) = ℓ(u) − 1, hence si /∈ Aλ(u). In the latter
case the numbers usi(i+ 1) = u(i) and usi(i) = u(i+ 1) lie in the common row of tr(λ) yet are
not in ascending order in the 1-line notation of usi, giving usi /∈ λW (by Lemma 1.2), and so
si /∈ Aλ(u).

Conversely, suppose that u(i) and u(i+ 1) are in a common block of the λ-expression of u.
Then u(i + 1) > u(i) and hence ℓ(usi) = ℓ(u) + 1. Since u ∈ λW , for each row of tr(λ) the
elements of the row appear in ascending order in the 1-line notation of u (by Lemma 1.2). Since
u(i) and u(i+1) lie in a common block of the λ-expression of u they lie on different rows of tr(λ),
and hence the elements of each row of tr(λ) appear in ascending order in the 1-line notation
of usi, and so usi ∈ λW . Thus si ∈ Aλ(u).

Corollary 1.9. We have µ(uλ, λ) = λ′ and Aλ(uλ) = Jλ′. Moreover uλw ∈ λW for all w ∈Wλ′.

7



Proof. By construction, the blocks of the λ-expression of uλ are the columns of tr(λ), and the
first statement follows from Lemma 1.8. For the second statement, note that multiplying on the
right by wλ′ will only permute elements in blocks of the λ-expression (see Lemma 1.2).

Lemma 1.10. For all w ∈W we have µ(w, λ) ≤ λ′.

Proof. Let µ = µ(w, λ). Let γ1, γ2, . . . , γk be the blocks of the λ-expression for w, arranged so
that they are in decreasing length. Thus µ = (|γ1|, . . . , |γk|). Let t be a (not necessarily column
strict) tableau of shape µ given by entering the elements of γi into the ith row of t in any order.
By construction of the λ-expression, the elements of row i of t lie in different columns of tc(λ

′),
and so by the Dominance Lemma for partitions (see [27, Lemma 2.2.4]) we have µ ≤ λ′ as
required.

The following characterisation of uλ is crucial at a few occasions later.

Theorem 1.11. Let u ∈ λW . We have
(1) ℓ(wAλ(u)) ≤ ℓ(wλ′) with equality if and only if µ(u, λ) = λ′, and
(2) Aλ(u) = Jλ′ if and only if u = uλ.

Proof. Let u ∈ λW and write µ = µ(u, λ). By Lemma 1.8 the type of the Young subgroup
generated by Aλ(u) is Sµ1 × · · · ×Sµm , and hence ℓ(wAλ(u)) = ℓ(wµ) = aµ′ . Lemma 1.10 gives
µ ≤ λ′, which is equivalent to µ′ ≥ λ. Thus Lemma 1.3 gives ℓ(wAλ(u)) = aµ′ ≤ aλ with equality
if and only if µ(u, λ) = λ′, hence (1).

To prove (2), suppose that u ∈ λW with Aλ(u) = Jλ′ . Thus µ(u, λ) = λ′. If u ̸= uλ then
the λ-expression for u is either a rearrangement of the blocks of the λ-expression of uλ, or there
is a block of the λ-expression of u that is not a column of tr(λ). In either case, there exist two
elements of a row of tr(λ) that are not in ascending order in the λ-expression of u, and hence
u /∈ λW , a contradiction.

1.4 The extended affine Weyl group

The fundamental weights of Φ are the vectors ωi = e1+· · ·+ei for 1 ≤ i ≤ n (then ⟨ωi, αj⟩ = δi,j).
By convention we set ω0 = 0 and ωn+1 = e1+· · ·+en+1 = 0. Let P be the Z-span of {ω1, . . . , ωn}
and let P+ be the Z≥0-span of {ω1, . . . , ωn}. Then P is the Z-span of {ei | 1 ≤ i ≤ n+1} (recall
that e1 + · · ·+ en+1 = 0) and a1e1 + · · ·+ an+1en+1 ∈ P+ if and only if a1 ≥ a2 ≥ · · · ≥ an+1.

Let Q be the Z-span of Φ and let Q+ be the Z≥0-span of {α1, . . . , αn}. Note that Q ⊆ P ,
and a1e1 + · · · + an+1en+1 ∈ Q if and only if a1 + · · · + an+1 = 0 mod n + 1. Moreover, if
γ = a1e1 + · · ·+ an+1en+1 ∈ Q with a1 + · · ·+ an+1 = k(n+ 1) then γ = a′1e1 + · · ·+ a′n+1en+1

where a′i = ai − k, and γ ∈ Q+ if and only if a′1 + · · ·+ a′i ≥ 0 for all 1 ≤ i ≤ n+ 1.
For γ ∈ P let tγ : V → V be the translation tγ(v) = v + γ. The affine Weyl group Waff and

the extended affine Weyl group W̃ are

Waff = Q⋊W and W̃ = P ⋊W,

where wtγ = twγw for w ∈W and γ ∈ P .
For α ∈ Φ and k ∈ Z let

Hα,k = {x ∈ V | ⟨x, α⟩ = k},

and let sα,k(v) = v − (⟨v, α⟩ − k)α be the orthogonal reflection in Hα,k. The group Waff is a
Coxeter group with generators S = {s0}∪S0, where s0 = sφ,1, with φ the highest root of Φ. The

group W̃ is not a Coxeter group, however we have W̃ =Waff ⋊Σ where Σ = P/Q ∼= Z/(n+1)Z.
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We extend the length function ℓ :Waff → N to W̃ by setting ℓ(wπ) = ℓ(w) for all w ∈Waff and

π ∈ Σ. Thus Σ = {w ∈ W̃ | ℓ(w) = 0}. Each π ∈ Σ induces a permutation of the nodes of
the extended Dynkin diagram by πsiπ

−1 = sπ(i) for 0 ≤ i ≤ n. Let σ ∈ Σ be the element with

σ(i) = i+ 1 (with indices read cyclically). By a reduced expression for w ∈ W̃ we shall mean a
decomposition w = si1 · · · siℓπ with ℓ = ℓ(w) and π ∈ Σ.

If w ∈ W̃ we define the linear part θ(w) ∈W and the translation weight wt(w) ∈ P by

w = twt(w)θ(w).

Moreover, for λ ⊢ n+ 1 let
θ(w) = θλ(w)θ

λ(w),

where θλ(w) ∈Wλ and θλ(w) ∈ λW .

The closures of the open connected components of V \
(⋃

α,kHα,k

)
are alcoves. Let A denote

the set of all alcoves. The fundamental alcove is given by

A0 = {x ∈ V | 0 ≤ ⟨x, α⟩ ≤ 1 for all α ∈ Φ+}.

The hyperplanes bounding A0 are called the walls of A0. Explicitly these walls are Hαi,0 with
1 ≤ i ≤ n and Hφ,1. We say that a panel of A0 (that is, a codimension 1 facet) has type i for
1 ≤ i ≤ n if it lies on the wall Hαi,0, and type 0 if it lies on the wall Hφ,1.

The (non-extended) affine Weyl group Waff acts simply transitively on A. We use the action
ofWaff to transfer the notions of walls, panels, and types of panels to arbitrary alcoves. Alcoves A
and A′ are called i-adjacent (written A ∼i A

′) if A ̸= A′ and A and A′ share a common type i
panel (with 0 ≤ i ≤ n). Thus the alcoves wA0 and wsiA0 are i-adjacent for all w ∈ W and

0 ≤ i ≤ n. The extended affine Weyl group W̃ acts transitively on A, and the stabiliser of A0

is Σ.
Each affine hyperplane Hα,k with α ∈ Φ+ and k ∈ Z divides V into two half-spaces, denoted

H+
α,k = {α ∈ V | ⟨x, α⟩ ≥ k} and H−

α,k = {x ∈ V | ⟨x, α⟩ ≤ k}.

This “orientation” of the hyperplanes is called the periodic orientation. Write wA0
−|+wsiA0

to indicate that wsiA0 is on the positive side of the hyperplane separating wA0 and wsiA0. In
this situation we will also say that w → wsi is a positive crossing (or simply is positive), and
similarly if wA0

+|−wsiA0 we say that w → wsi is a negative crossing.

1.5 The extended affine Hecke algebra of type Ãn

Let q be an indeterminate, and let R = Z[q, q−1]. The Hecke algebra of type W̃ is the algebra H̃

over R with basis {Tw | w ∈ W̃} and multiplication given by (for v, w ∈ W̃ and s ∈ S)

TwTv = Twv if ℓ(wv) = ℓ(w) + ℓ(v)

TwTs = Tws + (q− q−1)Tw if ℓ(ws) = ℓ(w)− 1.
(1.1)

We often write Ti in place of Tsi for 0 ≤ i ≤ n.

Let w ∈ W̃ and choose any expression w = si1 · · · siℓπ (not necessarily reduced). Let v0 = e
and vk = si1 · · · sik for 1 ≤ k ≤ ℓ. Let Ak = vkA0, and let ϵ1, . . . , ϵℓ ∈ {−1, 1} be the sequence
defined by

ϵk =

{
+1 if Ak−1

−|+Ak

−1 if Ak−1
+|−Ak.
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Then the element
Xw = T ϵ1

i1
· · ·T ϵk

ik
Tπ ∈ H̃

does not depend on the particular expression w = si1 · · · sikπ chosen (see [9]). From the defining
relations (1.1) it follows that Xw − Tw is a linear combination of terms Tv with v < w (in

extended Bruhat order), and hence {Xw | w ∈ W̃} is a basis of H̃.
If γ ∈ P we write

Xγ = Xtγ .

Then Xγ1Xγ2 = Xγ1+γ2 = Xγ2Xγ1 for all γ1, γ2 ∈ P , and for w ∈ W̃ we have

Xw = Xtγu = XγXu = XγT−1
u−1 (1.2)

where γ = wt(w) and u = θ(w). Thus the set {XγT−1
u−1 | γ ∈ P, u ∈ W} is a basis of H̃ (called

the Bernstein-Lusztig basis). Since s0 = tφ∨sφ, Equation (1.2) gives T0 = Xφ∨
T−1
sφ .

The Bernstein relation (see [19, Proposition 3.6]) is

TiX
γ = XsiγTi + (q− q−1)

Xγ −Xsiγ

1−X−αi
.

Let Xi = Xei for 1 ≤ i ≤ n + 1 (recall that ei ∈ P , and since e1 + · · · + en+1 = 0 we have
X1 · · ·Xn+1 = 1). The Bernstein relation gives TjXi = XiTj if |i− j| > 1 and

T−1
i XiT

−1
i = Xi+1 for 1 ≤ i ≤ n.

Let
R[X] = spanR{Xγ | γ ∈ P}.

The Weyl group W acts on R[X] by linearly extending w ·Xγ = Xwγ . Let

R[X]W = {f(X) ∈ R[X] | w · f(X) = f(X) for all w ∈W}

(the ring of symmetric polynomials).

1.6 Kazhdan-Lusztig theory

The bar involution on R with q = q−1 extends to an involution on H̃ by setting∑
w∈W̃

awTw =
∑
w∈W̃

aw T
−1
w−1 .

In [13] Kazhdan and Lusztig proved that there is a unique basis {Cw | w ∈ W̃} of H̃ such that,
for all w ∈W ,

Cw = Cw and Cw = Tw +
∑
v<w

Pv,wTv with Pv,w ∈ q−1Z[q−1].

This basis is called the Kazhdan-Lusztig basis of H̃, and the polynomials Pv,w are the Kazhdan-
Lusztig polynomials (to complete the definition, set Pw,w = 1 and Pv,w = 0 for v ̸≤ w). For

x, y ∈ W̃ we write

CxCy =
∑
z∈W̃

hx,y,zCz

where hx,y,z ∈ R (and necessarily hx,y,z = hx,y,z).
Let deg : R → Z∪{−∞} denote degree in q. For example deg(q−3) = −3 and deg(0) = −∞.

Since hx,y,z is bar-invariant we have deg(hx,y,z) ≥ 0 (provided hx,y,z ̸= 0), and by [16, §7.2] that
deg(hx,y,z) ≤ ℓ(w0) for all x, y, z ∈ W̃ .
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Definition 1.12 ([16]). Lusztig’s a-function is the function a : W̃ → {0, 1, . . . , ℓ(w0)} defined
by

a(z) = max{deg(hx,y,z) | x, y ∈ W̃}.

Let ≤L, ≤R, and ≤LR be the standard left, right, and two-sided Kazhdan-Lusztig preorders
on W̃ defined in [13] (for example, ≤L is the transitive closure of the relation x ≤L y if there

exists z ∈ W̃ such that hz,y,x ̸= 0). Let ∼∗ (for ∗ ∈ {L,R,LR}) denote the associated equivalence
relations, with x ∼∗ y if and only if x ≤∗ y and y ≤∗ x. The equivalence classes of ∼L, ∼R, and
∼LR are called left cells, right cells, and two-sided cells, respectively. We shall typically use the
letter ∆ to denote a two sided cell, and Γ to denote a right cell. Note that if Γ is a right cell
then Γ−1 is a left cell.

If x ∼L y then xσ ∼L yσ, and if x ∼R y then σx ∼R σy. Thus left cells are invariant under
multiplying by Σ on the right, and right cells are invariant under multiplying by Σ on the left.

The structure of cells in affine type A has been determined by Lusztig and Shi [17, 28]. In
particular, the two sided cells of ∆ are indexed by partitions λ ⊢ n+ 1. We do not require the
full details of this indexation. We make the following definitions.

– Let Γλ = {w ∈ W̃ | w ∼R wλ′} (the right cell containing wλ′),

– Let ∆λ = {w ∈ W̃ | w ∼LR wλ′} (the two-sided cell containing wλ′).

The two-sided order≤LR on W̃ induces a partial order on two-sided cells and we have ∆λ ≤LR ∆µ

if and only of λ ≤ µ.
We shall make use of the following result of Tanisaki and Xi.

Theorem 1.13 ([30, Theorem 4.3]). Let λ ⊢ n+ 1. The two-sided ideal

spanR{Cw | w ≤LR wλ′}/spanR{Cw | w <LR wλ′}

is generated by the image of Cwλ′ in the quotient.

Let J ⊆ {1, . . . , n}. It is well known that the Kazhdan-Lusztig basis element CwJ is

CwJ = q−ℓ(wJ )
∑

w∈WJ

qℓ(w)Tw = qℓ(wJ )
∑

w∈WJ

q−ℓ(w)Xw. (1.3)

In particular, note that for w ∈WJ we have

TwCwJ = CwJTw = qℓ(w)CwJ ,

and hence
C2
wJ

= qℓ(wJ )WJ(q
−2)CwJ = q−ℓ(wJ )WJ(q

2)CwJ .

Lemma 1.14. If ℓ(wJw) = ℓ(w)− ℓ(wJ) then

CwJCw = q−ℓ(wJ )WJ(q
2)Cw.

Proof. Since ℓ(sw) < ℓ(w) for all s ∈ J we have CsCw = (q + q−1)Cw (see [21, Theorem 6.6]),
and hence TsCw = qCw. Thus TvCw = qℓ(v)Cw for all v ∈WJ . The result follows by expanding
CwJ in the Tw basis using (1.3).

Definition 1.15. Following Lusztig [21] we define γx,y,z−1 ∈ Z by

hx,y,z = γx,y,z−1qa(z) + (terms of degree < a(z)).
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Let D = {w ∈ W | a(w) = −deg(Pe,w)}. The elements of D are called distinguished
involutions. In [21], Lusztig gave a series of statements (now known as P1–P15) that capture
the essential properties of cells, Lusztig’s a-function, the γ-coefficents and the distinguished
involutions. In the case of type A properties P1–P15 can be proved using the positivity properties
of the Kazhdan-Lusztig basis (see [21, §15]). We record some of these properties for later use:

P2. If d ∈ D and x, y ∈ W̃ satisfy γx,y,d ̸= 0, then y = x−1.
P4. If z′ ≤LR z then a(z′) ≥ a(z). In particular the a-function is constant on two-sided cells.

P7. For any x, y, z ∈ W̃ , we have γx,y,z = γy,z,x.

P8. Let x, y, z ∈ W̃ be such that γx,y,z ̸= 0. Then y ∼R x−1, z ∼R y−1, and x ∼R z−1.
P11. If z′ ≤LR z and a(z′) = a(z) then z′ ∼LR z.

P13. Each right cell Γ of W̃ contains a unique element d ∈ D, and γx,x−1,d ̸= 0 for all x ∈ Γ.

In [18] Lusztig defined an asymptotic ring (a Z-algebra) J as follows. The ring J has basis

tw with w ∈ W̃ , and

txty =
∑
z∈W̃

γx,y,z−1tz,

and, thanks to P1–P15, J turns out to be an associative Z-algebra (called Lusztig’s asymptotic
algebra). For each left or right cell Γ the submodule JΓ spanned by {tw | w ∈ Γ} is a subring
of J . Let Jλ be the subring spanned by {tw | w ∈ ∆λ}.

2 The fundamental λ-alcove and the group Gλ

In this section we explicitly describe structures introduced in [10] in the affine type A case.
In particular, we describe the fundamental λ-alcove Aλ and its symmetry group Tλ ⋊ Gλ, the
set P (λ) of λ-weights, and the quotient P/Qλ. We also introduce a delicate λ-dominance order
on P (λ). Next we study the rings R[ζλ]

Gλ and Z[ζλ]Gλ of Gλ-invariant polynomials, and recall the
construction of generic induced representations πλ of H̃ from [10]. We discuss the combinatorial
model of λ-folded alcove paths, and recall a combinatorial formula for the matrix entries of πλ.

2.1 The λ-weights and the fundamental λ-alcove

In this section we describe the abelian group P/Qλ of λ-weights, and the fundamental λ-alcove.

Definition 2.1. Let Qλ = spanZ{αj | j ∈ Jλ}. The elements of P/Qλ are called λ-weights.

We now explicitly describe the λ-weights. If j, j′ are on the same row of tr(λ) then ej+Qλ =
ej′ +Qλ (because ej − ej′ ∈ Φλ). Thus for 1 ≤ i ≤ r(λ) define ẽi ∈ P/Qλ by

ẽi = ej +Qλ for any λ(i− 1) + 1 ≤ j ≤ λ(i) (that is, any j in the ith row of tr(λ)).

Thus P/Qλ = spanZ{ẽ1, . . . , ẽr(λ)}, and the natural map P → P/Qλ is given by

d1e1 + · · ·+ dn+1en+1 7→ a1ẽ1 + · · ·+ ar(λ)ẽr(λ), where ak =

λ(k)∑
i=λ(k−1)+1

di. (2.1)

The equation e1 + · · ·+ en+1 = 0 implies that

λ1ẽ1 + λ2ẽ2 + · · ·+ λr(λ)ẽr(λ) = 0. (2.2)
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Example 2.2. Let λ = (n+1). Then Qλ = Q. By (2.2) we have (n+1)ẽ1 = 0, however note that
ẽ1 ̸= 0 (in particular, note that P/Qλ is not torsion free). Thus P/Qλ = Zẽ1 = {0, ẽ1, . . . , nẽ1},
where ẽ1 = ei +Q for any 1 ≤ i ≤ n+ 1.

Example 2.3. If λ = (2, 2) then

tr(λ) =
1 2

3 4
.

We have P/Qλ = spanZ{ẽ1, ẽ2} where ẽ1 = e1 + Qλ = e2 + Qλ and ẽ2 = e3 + Qλ = e4 + Qλ.
By (2.2) we have 2ẽ1 + 2ẽ2 = 0. However, note that ẽ1 + ẽ2 ̸= 0 (because e1 + e3 /∈ Qλ). Thus
the element ẽ1 + ẽ2 has order 2.

For λ ∈ P(n+ 1) the fundamental λ-alcove is

Aλ = {v ∈ V | 0 ≤ ⟨v, α⟩ ≤ 1 for all α ∈ Φ+
λ }. (2.3)

Note that if λ = (n+ 1) then Jλ = {1, . . . , n}, and Aλ = A0 (the fundamental alcove).
By [10, Lemma 2.3], for each γ ∈ P there exists a unique element γ(λ) ∈ Aλ ∩ P with

γ − γ(λ) ∈ Qλ (we call γ(λ) the projection of γ onto the fundamental λ-alcove). The set

P (λ) = Aλ ∩ P = {γ(λ) | γ ∈ P}

is closely related to the set P/Qλ of λ-weights (see Proposition 2.6 below). By [10, Lemma 2.5]
an element γ =

∑n
i=1 aiωi ∈ P lies in P (λ) if and only if whenever j ∈ Jλ we have aj ∈ {0, 1}, and

for each connected component K of Jλ there is at most one k ∈ K with ak = 1 (the connected
components of Jλ are the sets {λ(i− 1) + 1, . . . , λ(i)− 1} for 1 ≤ i ≤ r(λ)).

Example 2.4. If Φ is of type A2 and λ = (2, 1) then Aλ (shaded green) and P (λ) (represented
as bullets) are as follows.

α1 α2
ω1 ω2

•

•

•

•

•

•

•

•

•

•

Figure 1: The set P (λ) for type A2 with λ = (2, 1)

For γ ∈ P (λ) let Jλ(γ) = {j ∈ Jλ | ⟨γ, αj⟩ = 1}, and following [10] let

yγ = wJλ\Jλ(γ)wJλ and τγ = tγyγ . (2.4)
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The elements τγ are called pseudo-translations, and by [10, Lemma 2.12] we have

τγτγ′ = τ(γ+γ′)(λ) for all γ, γ′ ∈ P (λ).

By [10, Lemma 2.8] we have Φ(yγ) = {α ∈ Φ+
λ | ⟨γ, α⟩ = 1}. Note that τγ and yγ depend on the

partition λ, however this dependence is suppressed without risk of confusion.

Proposition 2.5 ([10, Corollary 2.13]). The set Tλ = {τγ | γ ∈ P (λ)} of pseudo-translations is
an abelian group, and Tλ

∼= P/Qλ with τγ 7→ γ +Qλ.

Thus P (λ) inherits the structure of an abelian group with operation γ⊕ γ′ = (γ+ γ′)(λ), and
P (λ) ∼= P/Qλ via the map γ 7→ γ + Qλ. The following description of the inverse isomorphism
P/Qλ → P (λ) is very useful (for example, combined with (2.1) it gives an explicit expression for
the projection map P → P (λ)). Recall that λ[i, j] denotes the element in row i and column j
of tr(λ).

Proposition 2.6. The isomorphism P/Qλ
∼−→ P (λ) is given by

a1ẽ1 + · · ·+ ar(λ)ẽr(λ) 7→
r(λ)∑
k=1

(
(bk + 1)(eλ[k,1] + · · ·+ eλ[k,ck]) + bk(eλ[k,ck+1] + · · ·+ eλ[k,λk])

)
where bk and ck are defined by ak = λkbk + ck with 0 ≤ ck < λk.

Proof. Let γ denote the right hand side of the map. Since ej +Qλ = ẽk for all j in the kth row
of tr(λ) we have γ+Qλ = a1ẽ1 + · · ·+ ar(λ)ẽr(λ). Moreover, if α = ei − ej ∈ Φ+

λ then i, j lie in a
common row of tr(λ), say i = λ[k, i′] and j = λ[k, j′] with 1 ≤ i′ < j′ ≤ λk. Then ⟨γ, α⟩ ∈ {0, 1},
and so γ ∈ P (λ). Hence the result.

Remark 2.7. Identify elements γ = d1e1 + · · · + dn+1en+1 with tableau of shape λ filled with
d1, d2, . . . , dn+1 along rows. Since e1 + · · · + en+1 = 0, two filled tableaux are considered equal
if they differ by a multiple of the constant tableau with every entry 1. Proposition 2.6 shows
that P (λ) consists precisely of the elements whose associated tableau has kth row (for 1 ≤ k ≤
r(λ)) of the form

bk + 1 bk + 1 · · · bk + 1 bk bk · · · bk

where bk + 1 occurs ck times, with 0 ≤ ck < λk. Moreover, the isomorphism P/Qλ
∼−→ P (λ)

is given by mapping a1ẽ1 + · · · + ar(λ)ẽr(λ) to the above tableau (where ak = λkbk + ck). For
example, if λ = (7, 3) then

39ẽ1 + 11ẽ2 7→ 6 6 6 6 5 5 5

4 4 3
.

2.2 The group Gλ

Let
Gλ = {g ∈W | gAλ = Aλ}

be the subgroup of W stabilising the fundamental λ-alcove. By [10, Theorem 2.18] we have

Gλ = {g ∈W | gΦ+
λ = Φ+

λ }, and so gρλ = ρλ for all g ∈ Gλ. (2.5)
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Moreover g ∈ Gλ maps the simple roots of Φλ to the simple roots of Φλ, and hence induces a per-
mutation of Jλ. This permutation maps connected components of Jλ to connected components
of Jλ. Furthermore, by [10, Lemma 2.19] for γ ∈ P (λ) and g ∈ Gλ we have

gyγg
−1 = ygγ , gτγg

−1 = τgγ , and ℓ(τgγ) = ℓ(τγ).

The subgroup of W̃ stabilising Aλ is (see [10, Corollary 2.20])

{w ∈ W̃ | wAλ = Aλ} = Tλ ⋊Gλ. (2.6)

The group Gλ has the following explicit description in terms of tableaux. Let

L(λ) = {λi | 1 ≤ i ≤ r(λ)}

be the set of lengths of the rows of λ, and for l ∈ L(λ) let

κλ(l) = #{1 ≤ i ≤ r(λ) | λi = l}

be the number of rows of length l. For example, if λ = (5, 5, 3, 3, 3, 2) then L(λ) = {2, 3, 5}, and
κλ(2) = 1, κλ(3) = 3, and κλ(5) = 2.

Proposition 2.8. The group Gλ is the subgroup of Sn+1 stabilising each column of tr(λ) and
permuting the set of rows of tr(λ). Thus Gλ is a Coxeter group of type

∏
l∈L(λ) Aκλ(l)−1.

Proof. Since g ∈ Gλ maps connected components of Jλ to connected components of Jλ it maps
rows of tr(λ) to rows of tr(λ). Since g also maps positive Φλ roots to positive Φλ roots it
follows that g preserves columns of tr(λ). Conversely, any g ∈ W = Sn+1 that stabilises
columns and acts on the set of rows of tr(λ) satisfies gΦ+

λ = Φ+
λ , and hence g ∈ Gλ. Thus

Gλ
∼=

∏
l∈L(λ)Sκλ(l).

Example 2.9. Let λ = (6, 6, 4, 4, 4, 2, 1, 1), and so

tr(λ) =
1 2 3 4 5 6

7 8 9 10 11 12

13 14 15 16

17 18 19 20

21 22 23 24

25 26

27

28

Then Gλ
∼= S2 × S3 × S2 is generated by the involutions (1, 7)(2, 8)(3, 9)(4, 10)(5, 11)(6, 12),

(13, 17)(14, 18)(15, 19)(16, 20), (17, 21)(18, 22)(19, 23)(20, 24), and (27, 28).

Proposition 2.10. We have

Gλ = {g ∈ uλWλ′u−1
λ | gΦλ = Φλ}.

In particular, u−1
λ Gλuλ ≤Wλ′.
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Proof. It follows from the one-line description of uλ that u−1
λ Gλuλ is the subgroup of Sn+1

stabilising each row of tr(λ
′) and acting on the set of columns of tr(λ

′), and so in particular
u−1
λ Gλuλ ≤ Wλ′ . Thus if g ∈ Gλ then g ∈ uλWλ′u−1

λ and gΦλ = Φλ (as gΦ+
λ = Φ+

λ ). On the
other hand, suppose that g = uλwu

−1
λ with w ∈ Wλ′ and that gΦλ = Φλ. If there is α ∈ Φ+

λ

such that gα = −β ∈ −Φ+ then we have wu−1
λ α = −u−1

λ β. But wu−1
λ α > 0 (as uλw

−1 ∈ λW )
and so u−1

λ β < 0. However since β ∈ Φ+
λ we have u−1

λ β > 0 (as uλ ∈ λW ), a contradiction.

Remark 2.11. It follows from the definition of uλ that the group uλWλ′u−1
λ is the subgroup of

the symmetric group stabilising each column of tr(λ).

Definition 2.12. The Gλ-root system is the subset ΦGλ
= Φ+

Gλ
∪ (−Φ+

Gλ
) of P/Qλ with

Φ+
Gλ

= {ẽi − ẽj | 1 ≤ i < j ≤ r(λ) with λi = λj}.

Note that ΦGλ
is not a true root system because the group P/Qλ can have torsion (see Exam-

ple 2.3), however it plays an analogous role to a root system in the theory below.

2.3 Dominant λ-weights and the λ-dominance order

Since Gλ preserves Qλ (by (2.5)) the equation g(γ + Qλ) = gγ + Qλ defines an action of Gλ

on the set P/Qλ of λ-weights. More explicitly, this action is given by permuting the vectors
ẽ1, . . . , ẽr(λ) subject to the constraint that if gẽi = ẽj then λi = λj .

A fundamental domain for the action of Gλ on P/Qλ is given by

(P/Qλ)+ = {a1ẽ1 + · · ·+ ar(λ)ẽr(λ) ∈ P/Qλ | ai ≥ aj if i < j with λi = λj}.

We call the elements of (P/Qλ)+ the dominant λ-weights.

By definition the group Gλ also acts on P (λ). Let P
(λ)
+ be the fundamental domain for this

action corresponding to the fundamental domain (P/Qλ)+ under the isomorphism P/Qλ
∼= P (λ)

(see Proposition 2.6). That is,

P
(λ)
+ = {γ ∈ P (λ) | γ +Qλ ∈ (P/Qλ)+}. (2.7)

Example 2.13. Let λ = (2, 2) as in Example 2.3. Then Gλ is of type A1, generated by
s̃ = s2s1s3s2, and Φ+

Gλ
= {ẽ1 − ẽ2}. We have (P/Qλ)+ = {a1ẽ1 + a2ẽ2 | a1 ≥ a2} and

P
(λ)
+ = (Z≥0ω2) ∪ (ω1 + Z≥0ω2) ∪ (ω3 + Z≥0ω2) ∪ (ω1 + ω3 + Z≥−1ω2).

Example 2.14. Let λ = (6, 6, 4, 4, 4, 2, 1, 1), as in Example 2.9. Then

Φ+
Gλ

= {ẽ1 − ẽ2, ẽ3 − ẽ4, ẽ3 − ẽ5, ẽ4 − ẽ5, ẽ7 − ẽ8}
(P/Qλ)+ = {a1ẽ1 + · · ·+ a8ẽ8 | a1 ≥ a2, a3 ≥ a4 ≥ a5, and a7 ≥ a8}.

Let
Qλ = spanZ(ΦGλ

) and Qλ
+ = spanZ≥0

(Φ+
Gλ

).

Define the λ-dominance order ≼λ on P/Qλ by

γ +Qλ ≼λ γ
′ +Qλ if and only if γ′ − γ +Qλ ∈ Qλ

+.

The λ-dominance order can also be considered as a partial order on P (λ) via Proposition 2.6.
The following lemmas give conditions for membership of Qλ and Qλ

+, and hence give a more
concrete understanding of the partial order ≼λ. The straightforward proofs are omitted.
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Lemma 2.15. Let γ =
∑n+1

i=1 aiei ∈ Q, with the expression chosen so that a1 + · · ·+ an+1 = 0.
Then γ ∈ Qλ if and only if

λ(k)∑
i=λ(k−1)+1

ai = 0 for each 1 ≤ k ≤ r(λ).

Lemma 2.16. We have γ +Qλ ∈ Qλ if and only if there is an expression γ +Qλ =
∑r(λ)

i=1 aiẽi
with ∑

1≤i≤r(λ), λi=l

ai = 0 for all l ∈ L(λ),

and moreover γ +Qλ ∈ Qλ
+ if and only if a1 + · · ·+ ai ≥ 0 for all 1 ≤ i ≤ r(λ).

In particular, note that if γ+Qλ ∈ Qλ then necessarily γ ∈ Q. If λ = (1n+1) then Qλ = {0}
and so P/Qλ = P . In this case ≼λ is the usual dominance order ≼ on P given by γ ≼ γ′ if and
only if γ′ − γ ∈ Q+, where Q+ = Z≥0α1 + · · · + Z≥0αn (this notion is related to, but distinct
from, the dominance order ≤ on partitions).

Example 2.17. Let λ = (6, 6, 4, 4, 4, 2, 1, 1) as in Example 2.9. Then Qλ
+ consists of the elements

a1ẽ1 + · · ·+ a8ẽ8 with ai ∈ Z satisfying

a1 + a2 = a3 + a4 + a5 = a6 = a7 + a8 = 0, a1 ≥ 0, a3 ≥ 0, a3 + a4 ≥ 0, a7 ≥ 0.

Example 2.18. Let λ = (n+1) (see Example 2.2). Then Qλ = Q and P/Qλ = {0, ẽ1, . . . , nẽ1}.
We have Qλ = {0}, and so for γ, γ′ ∈ P/Qλ we have γ ≼λ γ

′ if and only if γ = γ′.

2.4 λ-folded alcove paths

In [10, 11] we introduced the combinatorial model of λ-folded alcove paths. This theory will
play an important role in the present paper via the formula given in Theorem 2.28 (providing
a combinatorial formula for the matrix entries of certain generic representations of H̃ induced
from Levi subalgebras).

Definition 2.19. Let w⃗ = si1si2 · · · siℓπ be an expression for w ∈ W̃ (not necessarily reduced)
with π ∈ Σ. A λ-folded alcove path of type w⃗ starting at v is a sequence p = (v0, v1, . . . , vℓ, vℓπ)

with v0, . . . , vℓ ∈ W̃ such that, for 0 ≤ k ≤ ℓ,
(1) vkA0 ⊆ Aλ,
(2) vk ∈ {vk−1, vk−1sik}, and if vk−1 = vk then either:

(a) vk−1sikA0 ̸⊆ Aλ, or
(b) vk−1sik ⊆ Aλ and the alcove vk−1A0 is on the positive side of the hyperplane sepa-

rating the alcoves vk−1A0 and vk−1sikA0.
If p = (v0, . . . , vℓ, vℓπ) is a λ-folded alcove path we define:

– the start of p is start(p) = v0 and the end of p is end(p) = vℓπ.
– the length of p is ℓ (note that the final step (vℓ, vℓπ) does not count towards length).
– the weight of p is wt(end(p)) (necessarily wt(p) ∈ P (λ) as vℓπA0 ⊆ Aλ).
– the final direction of p is θλ(p), where θ(p) = θ(end(p)) and θ(p) = θλ(p)θ

λ(p) with
θλ(p) ∈Wλ and θλ(p) ∈ λW .
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Note that a λ-folded alcove path is, by definition, a sequence p = (v0, v1, . . . , vℓ, vℓπ) of

elements of W̃ . There is an associated sequence v0A0, v1A0, . . . , vℓA0, vℓπA0 of alcoves, with
each alcove either adjacent to or equal to the preceding one. See [10, 11] for examples.

Note that if λ = (1n+1) then Aλ = V and so part (1) of the definition is trivially satisfied,
and part (2)(a) is vacuous. Thus (1n+1)-folded alcove paths are the same as classical “positively
folded alcove paths” (in the sense of Ram [26]).

Let w⃗ = si1si2 · · · siℓπ and let p = (v0, . . . , vℓ, vℓπ) ∈ Pλ(w⃗, v). The index k ∈ {1, 2, . . . , ℓ} is:
(1) a positive (respectively, negative) ik-crossing if vk = vk−1sik and vkA0 is on the positive

(respectively, negative) side of the hyperplane separating the alcoves vk−1A0 and vkA0;
(2) a (positive) ik-fold if vk = vk−1 and vk−1sikA0 ⊆ Aλ (in which case vk−1A0 is necessarily

on the positive side of the hyperplane separating vk−1A0 and vk−1sikA0);
(3) a bounce if vk = vk−1 with vk−1A0 ⊆ Aλ and vk−1sikA0 ̸⊆ Aλ.
Less formally, these steps are denoted as follows (where x = vk−1 and s = sik):

−
xA0 xsA0

+

positive s-crossing

−
xsA0 xA0

+

s-fold

+
xA0xsA0

−

negative s-crossing

(a) The case xsA0 ⊆ Aλ

+
xsA0xA0

−
Hα,1

bounce

−
xsA0 xA0

+
Hα,0

bounce

(b) The case xsA0 ̸⊆ Aλ

Bounces play a different role in the theory to folds, and so we emphasise the distinction
between these two concepts. Put briefly, all of the interactions a path makes with the walls of
Aλ are bounces, and the folds can only occur in the “interior” of Aλ.

Let p be a λ-folded alcove path. Let

f(p) = #(folds in p) and b(p) = #(bounces in p).

For u ∈ W̃ with uA0 ⊆ Aλ, and v ∈ λW , let

Pλ(w⃗, u) = {all λ-folded alcove paths of type w⃗ starting at u}
Pλ(w⃗, u)v = {p ∈ Pλ(w⃗, u) | θλ(p) = v}.

2.5 The ring Z[ζλ]Gλ and Gλ-Schur functions

Let ζ1, . . . , ζn+1 be commuting invertible indeterminates with ζ1 · · · ζn+1 = 1, and for γ ∈ P
let ζγ = ζa11 · · · ζan+1

n+1 if γ =
∑n+1

i=1 aiei. For λ ⊢ n + 1 let Iλ denote the ideal of the Laurent

polynomial ring R[ζ±1
1 , . . . , ζ±1

n+1] generated by the elements ζαj − 1 for j ∈ Jλ. Let

R[ζλ] = R[ζ±1
1 , . . . , ζ±1

n+1]/Iλ,

and similarly define Z[ζλ]. Write ζγλ = ζγ + Iλ. Thus ζγλ = 1 for all γ ∈ Qλ, and so ζγλ depends
only on the coset γ + Qλ. Indeed, R[ζλ] ∼= R[P/Qλ] is the group ring of P/Qλ over R. In

particular, we have ζγλ = ζγ
(λ)

λ for all γ ∈ P , and we define ζγ+Qλ
λ = ζγλ for γ +Qλ ∈ P/Qλ.

A more explicit description of the ring R[ζλ] is as follows. Since ζ
α
λ = 1 for all α ∈ Φλ we have

ζj + Iλ = ζj′ + Iλ whenever j and j′ lie in the same row of tr(λ). Define z1, . . . , zr(λ) ∈ R[ζλ]

by zi = ζj + Iλ for any j in the ith row of tr(λ) (that is, zi = ζ
ej
λ ). Then the relation

e1 + · · ·+ en+1 = 0 gives

zλ1
1 zλ2

2 · · · zλr(λ)

r(λ) = 1,
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and R[ζλ] may be regarded as the Laurent polynomial ring in the indeterminates z±1
1 , . . . , z±1

r(λ)
subject to the above equation.

The group Gλ acts on R[ζλ] via the equation g · (ζγλ) = ζgγλ for g ∈ Gλ and γ ∈ P (to check

that the definition is well defined, note that if ζγλ = ζγ
′

λ then γ−γ′ ∈ Qλ, and hence gγ−gγ′ ∈ Qλ

by (2.5), and so ζgγλ = ζgγ
′

λ ). Explicitly, the action of Gλ on R[ζλ] is given by permuting the
variables z1, . . . , zr(λ) subject to the constraint that if gzi = zj then λi = λj .

Example 2.20. If λ = (6, 6, 4, 4, 4, 2, 1, 1) (see Example 2.9) then Gλ permutes the variables
z1, . . . , z8 preserving the partition {z1, z2} ∪ {z3, z4, z5} ∪ {z6} ∪ {z7, z8}.

Definition 2.21. Let

R[ζλ]
Gλ = {p(ζλ) ∈ R[ζλ] | g · p(ζλ) = p(ζλ) for all g ∈ Gλ}

and similarly Z[ζλ]Gλ = {p(ζλ) ∈ Z[ζλ] | g · p(ζλ) = p(ζλ) for all g ∈ Gλ}.

Since P
(λ)
+ is a fundamental domain for the action of Gλ on P (λ), it follows that R[ζλ]

Gλ

(respectively Z[ζλ]Gλ) has basis as a free R-module (respectively Z-module) given by the mono-
mials

eγ(ζλ) =
∑

γ′∈Gλ·γ
ζγ

′

λ , with γ ∈ P
(λ)
+ . (2.8)

Definition 2.22. For γ ∈ P (λ) (or γ ∈ P/Qλ) let sγ(ζλ) be the Gλ-Schur function

sγ(ζλ) =
∑
g∈Gλ

ζgγλ

∏
α∈Φ+

Gλ

1

1− ζ−gα
λ

.

Proposition 2.23. The elements sγ(ζλ) are in Z[ζλ]Gλ, and {sγ(ζλ) | γ ∈ P
(λ)
+ } is a basis of

R[ζλ]
Gλ (respectively Z[ζλ]Gλ) as a free R-module (respectively free Z-module).

Proof. This is classical, see for example, [23, (2.14)].

Example 2.24. In the case λ = (n + 1) we have P (λ) = {0, ω1, . . . , ωn}, and Gλ = {1} and
ΦGλ

= ∅. Hence sωi(ζλ) = ζωi
λ = zi1 where z1 = ζe1λ .

Example 2.25. If λ = (2, 2) as in Examples 2.3 and 2.13 we have that Gλ = ⟨s̃⟩ is of type A1

(explicitly, s̃ = s2s1s3s2), and Φ+
Gλ

= {ẽ1 − ẽ2}. We have (P/Qλ)+ = {a1ẽ1 + a2ẽ2 | a1 ≥ a2},
and s̃ẽ1 = ẽ2. Thus, for γ = aẽ1 + bẽ2 ∈ P/Qλ we have

sγ(ζλ) =
za1z

b
2

1− z−1
1 z2

+
zb1z

a
2

1− z1z
−1
2

=
za+1
1 zb2 − zb1z

a+1
2

z1 − z2
.

Recall that z21z
2
2 = 1 (however note that z1z2 ̸= 1). Thus, in particular, sẽ1+ẽ2(ζλ) = z1z2. Note

that sẽ1+ẽ2(ζλ)
2 = z21z

2
2 = 1.
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2.6 Representations of H̃ induced from Levi subalgebras

The λ-Levi subalgebra of H̃ is the subalgebra Lλ generated by Tj , j ∈ Jλ, and X
γ , γ ∈ P . It is

convenient to define v = −q−1. The assignment

ψλ(Tj) = v for j ∈ Jλ

ψλ(X
γ) = v⟨γ,2ρλ⟩ζγλ for γ ∈ P

uniquely extends to a multiplicative character ψλ : Lλ → R[ζλ] (see [10, §4.2]).
If 1 ≤ i ≤ n+ 1 with i = λ[r, c] (that is, i = λ(r − 1) + c with 1 ≤ c ≤ λr), then

ψλ(X
ei) = (−q)2c−λr−1zr.

Indeed we have ψλ(X
ei) = v⟨ei,2ρλ⟩ζeiλ = (−q)−⟨ei,2ρλ⟩zr, and

⟨ei, 2ρλ⟩ =
〈
ei,

∑
λ(r−1)+1≤k<ℓ≤λ(r)

ek − eℓ

〉
=

λ(r)∑
ℓ=i+1

1−
i−1∑

k=λ(r−1)+1

1 = λr − 2c+ 1.

Thus, in particular, we have

ψλ(X
αi) =

{
q−2 if i ∈ Jλ

(−q)λk+λk+1−2zkz
−1
k+1 if i = λ(k) with 1 ≤ k < r(λ).

Let R[ζλ]ξλ be a 1-dimensional R[ζλ]-module generated by ξλ. Then ξλ · h = ψλ(h)ξλ for
h ∈ Lλ defines a 1-dimensional representation of Lλ over R[ζλ].

Definition 2.26. Let (πλ,Mλ) be the induced representation IndH̃Lλ
(ψλ) with character χλ.

Thus
Mλ = (R[ζλ]ξλ)⊗Lλ

H̃.

By [10, Proposition 4.20] Mλ is a free R[ζλ]-module with basis

Bλ = {ξλ ⊗Xu | u ∈ λW},

and it follows that dim(Mλ) = Nλ, where

Nλ =
(n+ 1)!

λ1!λ2! · · ·λr(λ)!
.

For h ∈ H̃ and u, v ∈ λW we will write πλ(h;Bλ) for the matrix of πλ(h) in the above basis
(with any chosen order on λW ), and [πλ(h;Bλ)]u,v for the matrix entries (with u, v ∈ λW ).

The bar involution extends from R to R[ζλ] with q = q−1 and ζγλ = ζγλ .

Lemma 2.27. We have χλ(h) = χλ(h) for all h ∈ H̃.

Proof. By linearity, it is sufficient to prove the result with h = Tw. Let u ∈ λW . We have

(ξλ ⊗ Tu) · Tw = ξλ ⊗XuTw =
∑

v∈λW

(ξλ ⊗ Tv)[πλ(Tw;Bλ)]u,v.

Thus, writing πλ(h;B
′
λ) for the matrix with respect to the basis B′

λ = {ξλ ⊗ Tu | u ∈ λW}, we
have [πλ(Tw;B

′
λ)]u,v = [πλ(Tw;Bλ)]u,v. Since trace is basis independent, the result follows.

By [10, Theorem 4.13] we have the following combinatorial formula.

Theorem 2.28 ([10, Theorem 4.13]). We have, for u, v ∈ λW ,

[πλ(Tw;Bλ)]u,v =
∑

p∈Pλ(w⃗,u)v

Qλ(p)ζ
wt(p)
λ where Qλ(p) = (−q)−b(p)(q− q−1)f(p).
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2.7 Intertwiners

For each 1 ≤ i ≤ n define an intertwiner Ui by

Ui = Ti −
q− q−1

1−X−αi
.

Remark 2.29. Note that Ui is not an element of the Hecke algebra, however it can be considered
as an operator acting on each module Mλ (the key observation is that 1 − X−αi does not act
by 0 on any of our modules Mλ). More generally, we define πλ(U), χλ(U), and πλ(U ;Bλ) in the
obvious way for any operator U acting on Mλ on the right.

The following proposition is well known.

Proposition 2.30. We have the following.
(1) The elements Ui satisfy the braid relations, and hence the element Uw = Ui1 · · ·Uik is

independent of the particular reduced expression w = si1 · · · sik for w ∈W chosen.
(2) UwX

γ = XwγUw for all γ ∈ P and w ∈W .
(3) We have

U2
i = q2

(1− q−2X−αi)(1− q−2Xαi)

(1−X−αi)(1−Xαi)
.

(4) If u, v ∈W then UuUv = b(X)Uuv for a rational function b(X).

Proof. (1), (2) and (3) are direct calculations using the Bernstein relation, and (4) follows by
induction on ℓ(v).

Triangularity between Tw and Uw implies that the module Mλ has “basis” {ξλ ⊗ Uw | w ∈
λW}, where one must extend scalars to rational functions in ζλ.

For j ∈ Jλ we have ξλ · Tj = −q−1ξλ and ξλ ·Xαj = q−2ξλ, and hence ξλ ·Uj = 0. It follows,
using Proposition 2.30, that with respect to the basis {ξλ ⊗ Uu | u ∈ λW},
(1) the matrix for πλ(X

γ) is diagonal, for γ ∈ P .
(2) the matrix for πλ(Uw), for w ∈W , has at most one non-zero entry in each row and column.

Indeed, if u ∈ λW and w ∈W then the uth row of πλ(Uw) is zero if uw /∈ λW , and has an
entry in only the uw-position if uw ∈ λW .

In particular it follows that χλ(Uw) = 0 if w ̸= e.
The following well known formula for CwJ , in terms of the intertwiners, will be useful.

Theorem 2.31. For J ⊆ {1, . . . , n} we have

CwJ = qℓ(wJ )
∑

w∈WJ

q−ℓ(w)cJw(X)Uw where cJw(X) =
∏

β∈Φ+
J \Φ(w)

1− q−2X−β

1−X−β
.

Proof. The triangularity between Uw and Tw implies that CwJ =
∑

w∈WJ
aw(X)Uw for some

rational functions aw(X) with awJ (X) = 1, and that this expression is unique. Let j ∈ J . Since
CwJTj = qCwJ we compute

CwJUj = CwJ

(
q− q− q−1

1−X−αj

)
=

∑
w∈WJ

qaw(X)
1− q−2Xwαj

1−Xwαj
Uw.
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On the other hand, using the formula for U2
j from Proposition 2.30 we compute

CwJUj =
∑

w∈WJ , wsj>w

q2awsj (X)
(1− q−2X−wαj )(1− q−2Xwαj )

(1−X−wαj )(1−Xwαj )
Uw +

∑
w∈WJ , wsj<w

awsj (X)Uw.

Comparing coefficients of Uw it follows that if ℓ(wsj) = ℓ(w)− 1 then

awsj (X) = qaw(X)
1− q−2Xwαj

1−Xwαj
.

Now let w ∈ WJ be arbitrary, and write wJ = wsj1 · · · sjk with ℓ(wJ) = ℓ(w) + k. Thus
w = wJsjk · · · sj1 , and repeated use of the above recursion gives

aw(X) = qℓ(wJ )−ℓ(w)awJ (X)
∏
α

1− q−2X−wα

1−X−wα

where the product is over α ∈ {αj1 , sj1αj2 , . . . , sj1 · · · sjk−1
αjk}, which is the inversion set of

sj1 · · · sjk = w−1wJ . The result follows, since wΦ(w−1wJ) = Φ+
J \Φ(w) and awJ (X) = 1.

3 λ-relative Satake theory

In this section we develop a λ-relative version of the Satake isomorphism, providing an analogue
of the classical Satake isomorphism for each two-sided cell. We first recall the classical Satake
isomorphism (which will correspond to the lowest two-sided cell). Let

10 =
qℓ(w0)

W (q2)
Cw0 ,

where we have extended scalars to allow the inverse of W (q2) =
∑

w∈W q2ℓ(w) in the base ring R
(let R′ denote this extended ring). This normalisation of the Kazhdan-Lusztig basis element Cw0

is chosen so that 120 = 10, and hence 10H̃10 is a unital algebra, with identity 10. The classical
Satake isomorphism is then

10H̃10 ∼= R′[X]W .

The basic theme for the λ-relative Satake isomorphism is to consider the matrix algebras πλ(H̃),
and in particular the subalgebras πλ(Cwλ′ H̃Cwλ′ ).

3.1 The matrix πλ(Cwλ′
;Bλ)

The following proposition shows that the matrix entries of πλ(Cwλ′ ;Bλ) are supported on the
interval [uλ, uλwλ′ ] ⊆ λW (note that [uλ, uλwλ′ ] ⊆ λW by Corollary 1.9).

Proposition 3.1. We have [πλ(Cwλ′ ;Bλ)]u,v = 0 unless u, v ∈ [uλ, uλwλ′ ]. If x, y ∈Wλ′ then

[πλ(Cwλ′ ;Bλ)]uλx,uλy = qaλ−ℓ(x)−ℓ(y).

Proof. For x ∈Wλ′ we have

(ξλ ⊗Xuλx) · Cwλ′ = (ξλ ⊗Xuλ) · T
−1
x−1Cwλ′ = q−ℓ(x)(ξλ ⊗Xuλ) · Cwλ′ ,
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and using the second formula in (1.3) it follows that

(ξλ ⊗Xuλx) · Cwλ′ =
∑

y∈Wλ′

qℓ(wλ′ )−ℓ(x)−ℓ(y)(ξλ ⊗Xuλy),

which proves that the uλx-row (with x ∈Wλ′) of πλ(Cwλ′ ;Bλ) is as claimed.
It remains to show that all other rows of πλ(Cwλ′ ;Bλ) are zero. That is, if w ∈ λW with

w /∈ [uλ, uλwλ′ ] then (ξλ ⊗ Xw) · Cwλ′ = 0. Write w = w1w2 with w1 being Jλ′-reduced on
the right, and w2 ∈ Wλ′ . Thus Jλ′ is a subset of the right ascent set of w1, however since
w /∈ [uλ, uλwλ′ ] we have w1 ̸= uλ and hence Aλ(w1) ̸= Jλ′ (by Theorem 1.11). It follows that
there is s′ ∈ Jλ′ such that w1s

′ /∈ λW , and hence w1s
′ = sw1 for some s ∈ Jλ (see [1, p.79]).

Now, it is elementary that

Cwλ′ =
(
q−1T−1

s′ + 1
) ∑
y∈Wλ′ , ys

′>y

qℓ(wλ′ )−ℓ(y)Xy.

Since (ξλ ⊗Xw) · Cwλ′ = q−ℓ(w2)(ξλ ⊗Xw1) · Cwλ′ and Xw1(q
−1T−1

s′ + 1) = (q−1T−1
s + 1)Xw1 it

follows that (ξλ ⊗Xw) · Cwλ′ = 0 as required (recall that ξλ · Ts = −q−1ξλ for all s ∈ Jλ).

3.2 The subalgebra πλ(Cwλ′
H̃Cwλ′

)

In this section we show that the algebra πλ(Cwλ′ H̃Cwλ′ ) is commutative.

Definition 3.2. Let fλ : H̃ → R[ζλ] be the function fλ(h) = χλ(hCwλ′ ).We extend the definition
of fλ(·) to linear operators U acting on Mλ, as in Remark 2.29.

Theorem 3.3. We have πλ(Cwλ′hCwλ′ ) = fλ(h)πλ(Cwλ′ ) for all h ∈ H̃.

Proof. We have

[πλ(Cwλ′hCwλ′ ;Bλ)]u,v =
∑

u1,u2∈λW

[πλ(Cwλ′ ;Bλ)]u,u1 [πλ(h;Bλ)]u1,u2 [πλ(Cwλ′ ;Bλ)]u2,v.

By Proposition 3.1 this is zero unless u = uλx and v = uλy for some x, y ∈ Wλ′ , and moreover
in the sum u1 = uλx

′ and u2 = uλy
′ with x′, y′ ∈Wλ′ , and hence

[πλ(Cwλ′hCwλ′ ;Bλ)]uλx,uλy = qaλ−ℓ(x)−ℓ(y)
∑

x′,y′∈Wλ′

qaλ−ℓ(x′)−ℓ(y′)[πλ(h;Bλ)]uλx′,uλy′ ,

and so πλ(Cwλ′hCwλ′ ) = f ′λ(h)πλ(Cwλ′ ) where

f ′λ(h) =
∑

x,y∈Wλ′

qaλ−ℓ(x)−ℓ(y)[πλ(h;Bλ)]uλx,uλy.

Using the formula πλ(Cwλ′hCwλ′ ) = f ′λ(h)πλ(Cwλ′ ) and Proposition 3.1 we have

χλ(Cwλ′hCwλ′ ) = f ′λ(h)χλ(Cwλ′ ) = q−ℓ(wλ′ )Wλ′(q2)f ′λ(h).

On the other hand, we have

χλ(Cwλ′hCwλ′ ) = χλ(hC
2
wλ′

) = q−ℓ(wλ′ )Wλ′(q2)χλ(hCwλ′ ),

and thus f ′λ(h) = χλ(hCwλ′ ) as required.
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Corollary 3.4. The algebra πλ(Cwλ′ H̃Cwλ′ ) of πλ(H̃) is commutative.

Proof. For h1, h2 ∈ H̃ we have

πλ(Cwλ′h1Cwλ′ )πλ(Cwλ′h2Cwλ′ ) = fλ(h1)fλ(h2)πλ(C
2
wλ′

) = πλ(Cwλ′h2Cwλ′ )πλ(Cwλ′h1Cwλ′ )

hence the result.

The following property will be useful later.

Corollary 3.5. We have fλ(h) = fλ(h) for all h ∈ H̃.

Proof. This follows from Lemma 2.27 and the definition of fλ.

3.3 Gλ symmetry of fλ(h)

Recall the definition of ψλ from Section 2.6. In particular, ψλ(X
γ) = v⟨γ,2ρλ⟩ζγλ . We extend ψλ

to rational functions in X whose denominators do not vanish on applying ψλ.
Let

cλ′(X) =
∏

α∈Φ+
λ′

1− q−2X−α

1−X−α
.

Lemma 3.6. If u ∈ λW then ψλ(u · cλ′(X)) = 0 unless u ∈ uλWλ′.

Proof. Since

ψλ(u · cλ′(X)) =
∏

α∈Φ+
λ′

1− q−2v−⟨uα,2ρλ⟩ζ−uα
λ

1− v−⟨uα,2ρλ⟩ζ−uα
λ

one just needs to show that if u ∈ λW with u /∈ uλWλ′ then uα = αs for some α ∈ Φ+
λ′ and s ∈ Jλ

(because then ζ−uα
λ = 1 and v−⟨uα,2ρλ⟩ = (−q−1)⟨−αs,2ρλ⟩ = q2, killing the term in the product).

The argument is similar to Proposition 3.1. Let u ∈ λW with u /∈ uλWλ′ . Write u = u1u2
with u1 being Jλ′-reduced on the right, and u2 ∈ Wλ′ . Since u /∈ uλWλ′ we have u1 ̸= uλ.
Since Jλ′ is contained in the right ascent set of u1, and Aλ(u1) ̸= Jλ′ (by Theorem 1.11) there
is s′ ∈ Jλ′ with ℓ(u1s

′) = ℓ(u1) + 1 and u1s
′ = su1 (see [1, p.79]). But then u1αs′ = αs. Let

α = u−1
2 αs′ . Then α ∈ Φ+

λ′ (because u2 ∈ Wλ′ , and if u−1
2 αs′ < 0 then u is not Jλ-reduced on

the left as u−1
2 u−1

1 αs = u−1
2 αs′ = α giving that αs is in the left descent set of u). Then uα = αs

as required.

Lemma 3.7. We have ψλ(uλ · p(X)) ∈ R[ζλ]
Gλ for all p(X) ∈ R[X]Wλ′ .

Proof. It is sufficient to prove the result for the monomials p(X) =
∑

γ′∈Wλ′ ·γ
Xγ′

with γ ∈ P .
If g ∈ Gλ then

g · ψλ(uλ · p(X)) =
∑

γ′∈Wλ′ ·γ
v⟨uλγ

′,2ρλ⟩ζguλγ
′

λ .

Writing guλγ
′ = uλ(u

−1
λ guλ)γ

′ and noting that (u−1
λ guλ)γ

′ ∈ Wλ′ · γ (see Proposition 2.10), we
change variable in the sum to γ′′ = u−1

λ guλγ
′, giving

g · ψλ(uλ · p(X)) =
∑

γ′′∈Wλ′ ·γ
v⟨g

−1uλγ
′′,2ρλ⟩ζuλγ

′′

λ .

By (2.5) we have ⟨g−1uλγ
′′, 2ρλ⟩ = ⟨uλγ′′, 2ρλ⟩, and hence g · ψλ(uλ · p(X)) = ψλ(uλ · p(X)) as

required.
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The following theorem connects the algebra πλ(Cwλ′ H̃Cwλ′ ) of πλ(H̃) to the ring of Gλ-
symmetric functions.

Theorem 3.8. We have fλ(h) ∈ R[ζλ]
Gλ for all h ∈ H̃.

Proof. Each element of the Hecke algebra can be written as a linear combination of the elements
Uw, w ∈W , with “coefficients” being rational functions (in the variables Xγ) whose denomina-
tors do not vanish on applying ψλ. Therefore, by linearity of fλ, it is sufficient to prove that
fλ(p(X)Uv) is Gλ-symmetric, where v ∈ W and where p(X) is a rational function of the form
described above. By definition we have

fλ(p(X)Uv) = χλ(p(X)UvCwλ′ ),

and we shall compute this character below.
By Theorem 2.31 we have

Cwλ′ =
∑

w∈Wλ′

qℓ(wλ′ )−ℓ(w)cλ′,w(X)Uw where cλ′,w(X) =
∏

β∈Φ+
λ′\Φ(w)

1− q−2X−β

1−X−β

(note that cλ′,e(X) = cλ′(X)). Thus

χλ(p(X)UvCwλ′ ) =
∑

w∈Wλ′

qℓ(wλ′ )−ℓ(w)χλ

(
p(X)(v · cλ′,w(X))UvUw

)
.

Recall that UvUw is a rational function multiple of Uvw, and that πλ(r(X)) is diagonal (in the
basis of intertwiners) for all rational functions r(X) with non-vanishing denominator on the
module, see Proposition 2.30. Thus, since χλ(Uy) = 0 unless y = e, we have

χλ(p(X)UvCwλ′ ) =

{
0 if v /∈Wλ′

qℓ(wλ′ )−ℓ(v)χλ(p(X)(v · cλ′,v−1(X))UvUv−1) if v ∈Wλ′ .

We compute

v · cλ′,v−1(X) =
∏

α∈Φ+
λ′\Φ(v)

1− q−2X−α

1−X−α

and repeatedly applying the formula for U2
j from Proposition 2.30 we have

UvUv−1 = q2ℓ(v)
∏

β∈Φ(v)

(1− q−2X−β)(1− q−2Xβ)

(1−X−β)(1−Xβ)
.

Thus, if v ∈Wλ′ , we have

(v · cλ′,v−1(X))UvUv−1 = q2ℓ(v)cλ′(X)
∏

β∈Φ(v)

1− q−2Xβ

1−Xβ
,

and it follows (by computing the trace using the basis of intertwiners) that

fλ(p(X)Uv) = qℓ(wλ′ )+ℓ(v)
∑

u∈λW

ψλ

u ·

p(X)cλ′(X)
∏

β∈Φ(v)

1− q−2Xβ

1−Xβ

 .
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By Lemma 3.6 we have ψλ(u · cλ′(X)) = 0 unless u ∈ uλWλ′ , and so the sum over λW becomes
a sum over Wλ′ , giving

fλ(p(X)Uv) = qℓ(wλ′ )+ℓ(v)ψλ

uλ ·

 ∑
y∈Wλ′

p(yX)cλ′(yX)
∏

β∈Φ(v)

1− q−2Xyβ

1−Xyβ

 . (3.1)

The sum is Wλ′-invariant, and the result follows from Lemma 3.7.

Remark 3.9. The proof of Theorem 3.8 shows that fλ(p(X)Uv) = 0 if v /∈ Wλ′ , and (3.1)
computes fλ(h) explicitly when h is written in the form h =

∑
v∈W pv(X)Uv.

We note the following corollary.

Corollary 3.10. For γ ∈ P we have

fλ(X
γ) = χλ(X

γCwλ′ ) = qℓ(wλ′ )ψλ(uλ · P λ′
γ (X))

where P λ′
γ (X) is the λ′-relative Macdonald spherical function

P λ′
γ (X) =

∑
y∈Wλ′

Xyγ
∏

α∈Φ+
λ′

1− q−2X−yα

1−X−yα
=

∑
y∈Wλ′

y · (Xγcλ′(X)).

Proof. This is a corollary of (3.1), Theorem 3.3, and Theorem 3.8.

3.4 λ-relative Satake isomorphism

Let R′ be the ring R where we adjoined the inverse of Wλ′(q2). In this section we work with the
Hecke algebra H̃R′ with scalars extended to R′. Thus our representation πλ is over the ring R′[ζλ].
Then we can consider the element

1λ′ =
qℓ(wλ′ )

Wλ′(q2)
Cwλ′ .

With this normalisation we have 12λ′ = 1λ′ , and the algebra

πλ(1λ′H̃R′1λ′)

is unital (with identity 1λ′) and commutative (by Corollary 3.4).
We normalise fλ by

f̃λ(h) =
qℓ(wλ′ )

Wλ′(q2)
fλ(h),

and then by Theorem 3.3 we have πλ(1λ′h1λ′) = f̃λ(h)πλ(1λ′).
We postpone the proof of the following lemma until Section 7.2, without introducing any

circularity in the arguments.

Lemma 3.11. The map fλ : H̃ → R[ζλ]
Gλ is surjective.

Proof. See Section 7.2 for the proof.

Theorem 3.12. We have πλ(1λ′H̃R′1λ′) ∼= R′[ζλ]
Gλ, with the isomorphism given by

πλ(1λ′h1λ′) ↔ f̃λ(h).

26



Proof. Let Θ : πλ(1λ′H̃R′1λ′) → R′[ζλ]
Gλ be given by Θ(A) = f̃λ(h) whenever A = πλ(1λ′h1λ′).

It is clear that if πλ(1λ′h11λ′) = πλ(1λ′h21λ′) then f̃λ(h1) = f̃λ(h2), and by Theorem 3.8 we
have f̃λ(h) ∈ R′[ζλ]

Gλ , and so Θ is well defined. Surjectivity is Lemma 3.11. For injectivity, if
Ai = πλ(1λ′hi1λ′), i = 1, 2, and Θ(A1) = Θ(A2) then

A1 = f̃λ(h1)πλ(1λ′) = Θ(A1)πλ(1λ′) = Θ(A2)πλ(1λ′) = f̃λ(h2)πλ(1λ′) = A2.

Finally, to check that Θ is a homomorphism, if Ai = πλ(1λ′hi1λ′) (for i = 1, 2) then

Θ(A1A2) = Θ(πλ(1λ′h11λ′)πλ(1λ′h21λ′)) = f̃λ(h1)f̃λ(h2)Θ(πλ(1λ′)).

Since Θ(πλ(1λ′)) = f̃λ(1) = 1 the result follows.

Remark 3.13. To recover the classical Satake isomorphism, take λ = (1n+1) (that is, the lowest
two-sided cell). Then πλ is the principal series representation, and it is known that this is a
faithful representation of H̃ (this can be easily proved using the intertwiners). Thus πλ(H̃) ∼= H̃,
and the classical Satake isomorphism follows from Theorem 3.12.

4 The killing property and boundedness

In this section we prove two important properties:
(1) The killing property: The representation πλ kills all Kazhdan-Lusztig elements Cw from

lower or incomparable cells than ∆λ (see Theorem 4.3).

(2) Boundedness: The degree in q of the entries of the matrices πλ(Tw;Bλ) for w ∈ W̃ is
bounded by ℓ(wλ′), and if the bound is attained then w ∈ ∆λ (see Theorem 4.7).

The boundedness property allows us to define λ-leading matrices cλ(w) in Section 4.3. The
ring Cλ of λ-leading matrices will ultimately be seen to be isomorphic to Jλ (see Theorem 5.8).

4.1 The killing property

Lemma 4.1. Let λ, µ ⊢ n+ 1. If µ ̸≥ λ then uΦµ′ ∩ {αj | j ∈ Jλ} ≠ ∅ for all u ∈ λW .

Proof. We will show that if u ∈ λW with uΦµ′ ∩ {αj | j ∈ Jλ} = ∅ then µ ≥ λ. Write u = u1u2
with u1 being Jµ′-reduced on the right and u2 ∈ WJµ′ . Then u1 ∈ λW (being a prefix of

u ∈ λW ), and uΦµ′ = u1Φµ′ . We have Jµ′ ⊆ A(u1) (with A(u1) the right ascent set of u1), and
it follows that Jµ′ ⊆ Aλ(u1) (for if s′ ∈ Jµ′ with u1s

′ /∈ λW then u1s
′ = su1 for some s ∈ Jλ,

giving u1αs′ = αs contradicting u1Φµ′ ∩ {αj | j ∈ Jλ} = ∅). In particular µ′ ≤ µ(u1, λ), and by
Lemma 1.10 we have µ(u1, λ) ≤ λ′. Thus µ ≥ λ as required.

Lemma 4.2. If µ ̸≥ λ then πλ(Cwµ′ ) = 0.

Proof. Applying πλ to the equation in Theorem 2.31 gives

πλ(Cwµ′ ) = qℓ(wµ′ )
∑

w∈Wµ′

q−ℓ(w)πλ(c
µ′
w (X)Uw) where cµ

′
w (X) =

∏
β∈Φ+

µ′\Φ(w)

1− q−2X−β

1−X−β
.

In the basis of intertwiners, the matrices πλ(Uw) (for w ∈W ) have distinct support (the places
of the nonzero entries; because the uth row of πλ(Uw) is either 0, or has an entry only in the uw
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position in the case uw ∈ λW , see Proposition 2.30). Since πλ(c
µ′
w (X)) is diagonal (in the

intertwiner basis) it follows that πλ(Cwµ′ ) = 0 if and only if

πλ(c
µ′
w (X)Uw) = 0 for all w ∈Wµ′ .

This, in turn, is equivalent to the statement

(ξλ ⊗ Uu) · cµ
′

w (X)Uw = 0 for all u ∈ λW and w ∈Wµ′ .

We have

(ξλ ⊗ Uu) · cµ
′

w (X)Uw =

( ∏
α∈Φ+

µ′\Φ(w)

1− q−2ψλ(X
−uα)

1− ψλ(X−uα)

)
(ξλ ⊗ UuUw). (4.1)

Since µ ̸≥ λ Lemma 4.1 gives uΦµ′ ∩ {αj | j ∈ Jλ} ̸= ∅ for all u ∈ λW . Since UuUw is a

rational multiple of Uuw we have that if uw /∈ λW then (ξλ⊗Uu) ·cµ
′

w (X)Uw = 0. So assume that
uw ∈ λW . By assumption there is j ∈ Jλ such that u−1αj = β ∈ Φµ′ . Since u ∈ λW we have
β > 0, and so β ∈ Φ+

µ′ . Moreover, w−1β = (uw)−1αj > 0 because uw ∈ λW by assumption.

Thus β ∈ Φ+
µ′\Φ(w). Thus β appears in the above product, and the corresponding factor is

1− q−2ψλ(X
−uβ)

1− ψλ(X−uβ)
=

1− q−2ψλ(X
−αj )

1− ψλ(X−αj )
= 0

(as j ∈ Jλ, and so ψλ(X
αj ) = q−2). Thus πλ(Cwµ′ ) = 0.

Recall that ∆λ denotes the two sided cell of W̃ containing wλ′ .

Theorem 4.3. Let λ, µ ⊢ n+ 1. If w ∈ ∆µ with µ ̸≥ λ then πλ(Cw) = 0.

Proof. Let w ∈ ∆µ. By Theorem 1.13, there exist h, h′ ∈ H̃ such that

hCwµ′h
′ = Cw +

∑
z∈W̃ ,z<LRwµ′

azCz with az ∈ R.

Assume that az ̸= 0. Then z ∈ ∆ν where ν < µ. It follows that ν ≱ λ and by a straightforward
induction and Lemma 4.2, we get that πλ(Cz) = 0. By Lemma 4.2, we have πλ(Cwµ′ ) = 0 which
implies that πλ(Cw) = 0 as required.

4.2 Boundedness

Given an expression w⃗ = si1 · · · siℓπ, we define the reversed expression by

rev(w⃗) = sπ−1(iℓ) · · · sπ−1(i1)π
−1.

If w⃗ is a reduced expression for w, then rev(w⃗) is a reduced expression for w−1.
We now define an involution p 7→ p−1 on the set of all λ-folded alcove paths. Roughly

speaking, this involution is given by “reading the path backwards”.

Definition 4.4. Let p = (v0, v1, . . . , vℓ, vℓπ) be a λ-folded alcove path with wt(p) = γ. The
inverse alcove path is

p−1 = (τ−1
γ vℓπ, τ

−1
γ vℓ−1π, . . . , τ

−1
γ v1π, τ

−1
γ v0π, τ

−1
γ v0).
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Lemma 4.5. Let p be a λ-folded alcove path of type w⃗ starting at u ∈ λW with θλ(p) = v
and wt(p) = γ. Then p−1 is a λ-folded alcove path of type rev(w⃗) starting at v ∈ λW with
θλ(p−1) = u and wt(p−1) = (−γ)(λ). Moreover Qλ(p

−1) = Qλ(p), and the map p 7→ p−1 is a
bijection from {p ∈ Pλ(w⃗, u) | θλ(p) = v} → {p ∈ Pλ(rev(w⃗), v) | θλ(p) = u}.

Proof. Let w⃗ = si1 · · · siℓπ and p = (v0, v1, . . . , vℓ, vℓπ), and write p−1 = (v′0, v
′
1, . . . , v

′
ℓ−1, v

′
ℓ, v

′
ℓπ

−1).
Thus v′k = τ−1

γ vℓ−kπ for 1 ≤ k ≤ ℓ. We have

v′−1
k−1v

′
k = (τ−1

γ vℓ−k+1π)
−1(τ−1

γ vℓ−kπ) = π−1v−1
ℓ−k+1vℓ−kπ ∈ {1, sπ−1(iℓ−k)}

(because v−1
k−1vk ∈ {1, sik} by definition of alcove paths). Thus p−1 is a path of type rev(w⃗). We

must show that this path is λ-folded.
Since vkA0 ∈ Aλ (by definition of λ-folded alcove paths) we have v′kA0 ∈ Aλ for all 1 ≤ k ≤ ℓ

(as τ−1
γ preservesAλ by (2.6)), and so the path p−1 stays inAλ. Since τ

−1
γ preserves the boundary

of Aλ it follows that if (vk−1, vk) is a bounce (in p), then (v′ℓ−k, v
′
ℓ−k+1) is a bounce (in p−1).

Thus to show that p−1 is a λ-folded alcove path we must show that if (vk+1, vk) is a (necessarily
positive) fold in p, then (v′ℓ−k, v

′
ℓ−k+1) is a positive fold in p−1. Thus suppose that vk−1 = vk with

vk−1sikA0 ∈ Aλ such that vk−1sikA0 is on the positive side of the hyperplane separating vk−1A0

and vk−1sikA0. Since vk−1sikA0 ∈ Aλ this hyperplane is in a direction α ∈ Φ+ with α /∈ Φλ.
Since v′ℓ−k = τ−1

γ vkπ = τ−1
γ vk−1π we have v′ℓ−kA0 = τ−1

γ vk−1A0, and since τ−1
γ = t(−γ)(λ)y(−γ)(λ)

with y(−γ)(λ) ∈ Wλ it follows that v′ℓ−kA0 is on the positive side of the hyperplane separating

v′ℓ−kA0 from v′ℓ−ksπ−1(iℓ−k+1)A0, and that this hyperplane is in a direction α′ ∈ Φ+ with α′ /∈ Φλ.

Thus (v′ℓ−k, v
′
ℓ−k+1) is a positively oriented fold, and so p−1 is a λ-folded alcove path.

Since folds and bounces are preserved under the map p 7→ p−1 we have Qλ(p
−1) = Qλ(p).

Moreover, we have vℓπ = τγv and hence v′0 = v, and since v′ℓπ
−1 = τ−1

γ u = τ(−γ)(λ)u we have

wt(p−1) = (−γ)(λ) and θλ(p−1) = u. It is clear that (p−1)−1 = p and so the map p 7→ p−1 is an
involution, and hence is bijective.

We define a conjugation operation on R[ζλ] by linearly extending conj(ζγλ) = ζ−γ
λ . We then

define an anti-involution ∗ on πλ(H̃) by transposing the matrix πλ(h;Bλ) and performing con-
jugation entry-wise. The following lemma explains the relation with the usual ∗ anti-involution
on H̃ defined by (∑

awTw

)∗
=

∑
awTw−1 . (4.2)

Lemma 4.6. For all h ∈ H̃ we have πλ(h
∗) = πλ(h)

∗.

Proof. It is equivalent to prove πλ(h) = πλ(h
∗)∗, and it is sufficient to prove this for h = Tw

with w ∈ W̃ . By Theorem 2.28 and Lemma 4.5 we have

[πλ(Tw;Bλ)]u,v =
∑

{p∈Pλ(w⃗,u)|θλ(p)=v}

Qλ(p)ζ
wt(p)
λ =

∑
{p∈Pλ(rev(w⃗),v)|θλ(p)=u}

Qλ(p)ζ
−wt(p)
λ ,

and the latter equals [πλ(T
∗
w;Bλ)

∗]v,u.

Theorem 4.7. The degree in q of the entries of the matrices πλ(Tw;Bλ) for w ∈ W̃ is bounded
by ℓ(wλ′). Moreover, if deg πλ(Tw;Bλ) = ℓ(wλ′) then w ∈ ∆λ (the two sided cell containing wλ′).
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Proof. Let N = max{deg[πλ(Tw;Bλ)]u,v | w ∈ W̃ , u, v ∈ λW} which is well defined by [10,
Theorem 5.13]. Let w be such that πλ(Tw;Bλ) attains degree N , and suppose that this de-
gree is attained on the uth row of πλ(Tw;Bλ). Let v1, . . . , vk ∈ λW be the columns with
deg[πλ(Tw;Bλ)]u,vj = N for 1 ≤ j ≤ k. Write

[πλ(Tw;Bλ)]u,vj = aj(ζλ)q
N + (terms of strictly lower degree), with aj(ζλ) ∈ R[ζλ].

By Lemma 4.6 we have [πλ(Tw−1 ;Bλ)]vj ,u = aj(ζ
−1
λ )qN +(terms of strictly lower degree). Using

triangularity, we have also [πλ(Cw;Bλ)]u,vj = aj(ζ)q
N + (terms of strictly lower degree) and

[πλ(Cw−1 ;Bλ)]vj ,u = aj(ζ
−1
λ )qN + (terms of strictly lower degree). Thus

[πλ(Cw;Bλ)πλ(Cw−1 ;Bλ)]u,u = [a1(ζλ)a1(ζ
−1
λ ) + · · ·+ ak(ζλ)ak(ζ

−1
λ )]q2N + · · · ,

where the omitted terms in the sum are of strictly lower degree. We claim that the coefficient
of q2N cannot vanish. To see this, note that if a(ζλ) ∈ R[ζλ] with a(ζλ) =

∑
γ∈P (λ) aγζ

γ
λ with

aγ ∈ Z then

a(ζλ)a(ζ
−1
λ ) =

∑
γ1,γ2

aγ1aγ2ζ
γ1−γ2
λ =

∑
γ

a2γ + terms involving ζλ.

In particular, the constant term is strictly positive. Since [a1(ζλ)a1(ζ
−1
λ ) + · · ·+ ak(ζλ)ak(ζ

−1
λ )]

is a sum of terms of this form, it cannot vanish. In summary, πλ(Cw;Bλ)πλ(Cw−1 ;Bλ) attains
degree 2N in the (u, u)-entry.

On the other hand,

πλ(Cw;Bλ)πλ(Cw−1 ;Bλ) =
∑
z

hw,w−1,zπλ(Cz;Bλ). (4.3)

By Theorem 4.3 the sum is over z in two-sided cells ∆µ with µ ≥ λ, and hence a(z) ≤ ℓ(wλ′) for
all such z. Since N was the maximal degree of all πλ(Cz;Bλ), we have deg πλ(Cz;Bλ) ≤ N . Since
deg hw,w−1,z ≤ a(z) it follows that the maximum degree on the right hand side is ℓ(wλ′) + N .
Thus 2N ≤ ℓ(wλ′) +N , hence the representation is bounded by ℓ(wλ′).

Suppose now that πλ(Tw;Bλ) attains the optimal degree ℓ(wλ′), in position (u, v), say. As ex-
plained above, πλ(Cw;Bλ)πλ(Cw−1 ;Bλ) obtains degree 2ℓ(wλ′) in position (u, u), and then (4.3)
implies that there exists z ≥LR wλ′ such that deg hw,w−1,z = ℓ(wλ′) and deg[πλ(Cz;Bλ)]u,u =
ℓ(wλ′). Thus a(z) = ℓ(wλ′) (because a(z) ≤ ℓ(wλ′)) and hence z ∼LR wλ′ by P11 (see Sec-
tion 1.6). But then P8 gives w ∼R z, and so w ∈ ∆λ as required.

The following corollary verifies [10, Conjecture 5.16] for type Ãn.

Corollary 4.8. The set of elements w ∈ W̃ such that the matrix πλ(Tw;Bλ) attains the bound
ℓ(wλ′) is a subset of the two-sided cell ∆λ.

Proof. This is immediate from Theorem 4.7.

Later we will be be able to improve on Corollary 4.8 to show that the set of elements
recognised by (πλ,Mλ,Bλ) is precisely ∆λ (that is, πλ recognises ∆λ, see Theorem 5.7). This
improvement will require the asymptotic Plancherel Theorem.
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Remark 4.9. The connection between the bound on matrix entries, and the bound on Qλ(p)
for λ-folded alcove paths, is rather subtle (c.f. Theorem 2.28). For example, consider Ã4 with
λ = (2, 1, 1, 1) (so Jλ = {1}), and let w⃗ = 434234123. We have w ∈ ∆λ (one way to see this
is to compute πλ(Tw)e,s2s3s4 = q6 − 3q4 + 4q2 − 4 + 4q−2 − 3q−4 + q−6, and hence the bound
ℓ(wλ′) = 6 is attained, and apply Theorem 4.7). However we note that individual paths can
attain a higher degree. For example, the path p1 = 4̂3̂4̂23̂4̂1̂23̂ (where î indicates a fold) is a
λ-folded alcove path of type w⃗ starting at e and ending at e, and we have Qλ(p1) = (q− q−1)7,
which has degree 7. The leading term of Qλ(p1) is cancelled by another path p2 = 4̂3̂4̂2̂3̂4̂1̌2̂3̂
(where ǐ indicates a bounce) starting and ending at e. Indeed we have Qλ(p2) = −q−1(q−q−1)8

and so Qλ(p1) + Qλ(p2) = q−1(q − q−1)7, which has degree 6. In fact, further cancellations
occur – there are 14 λ-folded alcove paths of type w⃗ starting and ending at e, and summing the
associated Qλ(p) terms gives (by Theorem 2.28) [πλ(Tw)]e,e = −q+ 2q−1 − 3q−5 + 3q−7 − q−9.

4.3 Leading matrices

The following definition is modelled by the work of Geck [6, 7] in the finite dimensional case,
and extends the concepts introduced by the second and fourth authors in [11, 12]. For p(ζλ) ∈
(Z[q−1])[ζλ] let sp0(p(ζλ)) ∈ Z[ζλ] denote the specialisation of p(ζλ) at q

−1 = 0. We extend this
definition entrywise to matrices over (Z[q−1])[ζλ].

Definition 4.10. The λ-leading matrix of w ∈ W̃ is

cλ(w) = sp0
(
q−ℓ(wλ′ )πλ(Cw;Bλ)

)
∈ MatNλ

(Z[ζλ]).

This specialisation exists by Theorem 4.7, and if cλ(w) ̸= 0 then w ∈ ∆λ by Corollary 4.8.

In particular, by Proposition 3.1 we have

cλ(wλ′) = Euλ,uλ , (4.4)

where Eu,v denotes the matrix with 1 in the (u, v)-place, and 0 elsewhere.
Let

Cλ = spanZ{cλ(w) | w ∈ ∆λ} and C =
⊕

λ⊢n+1

Cλ.

The following lemma shows that we may replace Cw by Tw in the definition of cλ(w). We
will use this result frequently.

Lemma 4.11. We have cλ(w) = sp0
(
q−ℓ(wλ′ )πλ(Tw;Bλ)

)
.

Proof. This follows from Theorem 4.7 and triangularity between the Cw and Tw bases.

Recall the definition of γx,y,z−1 ∈ Z from Definition 1.15. In the following proposition we
show that Cλ is an associative Z-algebra.

Proposition 4.12. The Z-module Cλ is an associative Z-algebra under matrix multiplication.
Moreover, for x, y ∈ ∆λ we have

cλ(x)cλ(y) =
∑
z∈∆λ

γx,y,z−1cλ(z).

Thus the linear map Jλ → Cλ, tw 7→ cλ(w), is a surjective homomorphism of unital rings.
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Proof. For x, y ∈ ∆λ we have

[q−ℓ(wλ′ )πλ(Cx;Bλ)][q
−ℓ(wλ′ )πλ(Cy;Bλ)] =

∑
z∈W̃

[q−ℓ(wλ′ )hx,y,z][q
−ℓ(wλ′ )πλ(Cz;Bλ)].

By Definition 4.10 the left hand side specialises to cλ(x)cλ(y). By Theorem 4.3 the sum on
the right is over z ∈ ∆µ with µ ≥ λ (for all other terms vanish). Thus the sum is over
elements z in two-sided cells higher than, or equal to, ∆λ, and hence deg(q−ℓ(wλ′ )hx,y,z) ≤ 0 for
these terms. Thus each term [q−ℓ(wλ′ )hx,y,z][q

−ℓ(wλ′ )πλ(Cz;Bλ)] can be specialised at q−1 = 0.
If this specialisation is nonzero, then necessarily deg πλ(Cz;Bλ) = ℓ(wλ′), and so z ∈ ∆λ by
Corollary 4.8, and the result follows.

5 The asymptotic Plancherel Theorem

In this section we prove an asymptotic Plancherel Theorem for type Ãn. This notion was intro-
duced in [11, 12], and Proposition 5.4 confirms [11, Conjecture 9.8] and [10, Conjecture 5.15]
for affine type A. The asymptotic Plancherel Theorem will play a crucial role, often leading to
efficient proofs of certain statements (for example, see Theorems 5.7, 5.8, and Claim 3 in the
proof of Theorem 7.6). We note that other interesting applications of the Plancherel Theorem
in Kazhdan-Lusztig theory have recently been made by Dawydiak [5].

5.1 The Plancherel Theorem for Ãn

We first recall the Plancherel Theorem (from [2, 24]). The canonical trace on H̃ is the linear
function Tr : H̃ → R with Tr(Tw) = δw,e. Induction on ℓ(v) shows that Tr(TuTv−1) = δu,v for all

u, v ∈ W̃ . This implies that Tr(h1h2) = Tr(h2h1) for h1, h2 ∈ H̃, and that

⟨h1, h2⟩ = Tr(h1h
∗
2)

defines an inner product on H̃, with ⟨Tu, Tv⟩ = δu,v (recall here that ∗ is defined in (4.2)).
The Plancherel Theorem is a spectral decomposition of the canonical trace functional (see

[24]). We now explicitly describe this decomposition in type Ãn. Recall that v = −q−1. Let

Cλ(q) = q−n(n+1)

r(λ)∏
i=1

qλ
2
i−λi(1− q−2)λi

1− q−2λi
and cλ(ζλ) =

∏
1≤i<j≤r(λ)
1≤k≤λj

1− vλi−λj+2kz−1
i zj

1− v−λi−λj+2kz−1
i zj

.

Note that each factor in the numerator of cλ(ζλ) has strictly negative degree, and each factor in
the denominator has degree at least 0.

If p(ζλ) ∈ R[ζλ] we write [
p(ζλ)

cλ(ζλ)cλ(ζ
−1
λ )

]
ct

for the coefficient of ζ0λ in the series expansion of p(ζλ)/(c
λ(ζλ)c

λ(ζ−1
λ )), where the rational

function is expanded using

1

1− vλi−λj+2kz−1
i zj

=
∑
r≥0

v(λi−λj+2k)rz−r
i zrj (5.1)

(note that with this choice of expansion, the degree in q remains bounded from above).
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For h1, h2 ∈ H̃ define

⟨h1, h2⟩λ =
Cλ(q)

|Gλ|

[
χλ(h1h

∗
2)

cλ(ζλ)cλ(ζ
−1
λ )

]
ct

.

The Plancherel Theorem is the following “spectral decomposition” of the inner product ⟨·, ·⟩
(hence the trace functional Tr), proved in [24] and [2].

Theorem 5.1 ([24],[2, Remark 5.6]). For all h1, h2 ∈ H̃ we have

⟨h1, h2⟩ =
∑

λ⊢n+1

⟨h1, h2⟩λ.

Remark 5.2. The Plancherel Theorem is usually expressed as an analytic statement, and some
comments are required for the translation between Theorem 5.1 and this analytic statement
from [2, 24]. Specialise q → q with q a real number with q > 1, and extend scalars of the Hecke
algebra to C. Let T be the group of complex numbers of modulus 1. For λ ⊢ n + 1 let dzλ be
normalised Haar measure on the group

Tλ = {(z1, z2, . . . , zr(λ)) ∈ Tr(λ) | zλ1
1 zλ2

2 · · · zλr(λ)

r(λ) = 1}.

On specialising the “variables” z1, . . . , zr(λ) in our representations to complex numbers of mod-

ulus 1 with zλ1
1 zλ2

2 · · · zλr(λ)

r(λ) = 1, properties of the Haar measure give

⟨h1, h2⟩λ =
Cλ(q)

|Gλ|

∫
Tλ

χλ(h1h
∗
2)

cλ(zλ)cλ(z
−1
λ )

dzλ,

where ⟨h1, h2⟩λ is defined as above. To see this, expand the integrand into a series in the variables
z1, . . . , zr(λ) using (5.1), noting that this choice of expansion gives an absolutely convergent series
since q > 1. Then integrate term by term using

∫
Tλ
zγλdzλ = δγ,0, and hence the integral on the

right hand side of the above equation gives the constant term (in zλ) of the expansion, which by

definition is ⟨h1, h2⟩λ. Thus, since cλ(z−1
λ ) = cλ(zλ) for zλ ∈ Tλ (here the bar indicates complex

conjugation) we obtain the analytic expression for the Plancherel Theorem:

⟨h1, h2⟩ =
∑

λ⊢n+1

Cλ(q)

|Gλ|

∫
Tλ

χλ(h1h
∗
2)dµλ(zλ) where dµλ(zλ) =

dzλ
|cλ(zλ)|2

.

The measure dµλ is the Plancherel measure.
Moreover, we note that the formula given in Theorem 5.1 also differs from that in [2, Re-

mark 5.6] in the following ways. Firstly, in [2] it is not assumed that λ1 ≥ λ2 ≥ · · · , and
combining the contributions to the formula from all orderings changes the numerical constant
of 1/|Wλ| in [2] to 1/|Gλ| in our definition of ⟨h1, h2⟩λ. Secondly, the product formula for the
analogue of cλ(ζλ) in [2] has factors common to both numerator and denominator, and cancelling
these factors we arrive at our formulation.

Example 5.3. Consider n = 2 (type Ã2). Then P(3) = {(1, 1, 1), (2, 1), (3)}. We have

c(1,1,1)(ζ(1,1,1)) =
(1− q−2z−1

1 z2)(1− q−2z−1
2 z3)(1− q−2z−1

1 z3)

(1− z−1
1 z2)(1− z−1

2 z3)(1− z−1
1 z3)

where z1z2z3 = 1

c(2,1)(ζ(2,1)) =
1 + q−3z−1

1 z2

1 + qz−1
1 z2

where z21z2 = 1,
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and c(3)(ζ(3)) = 1. We have |G(1,1,1)| = 6 and |G(2,1)| = |G(3)| = 1. For the analytic formulation
of the Plancherel Theorem, note that if λ = (3) then Tλ = {z ∈ C | z3 = 1} = {1, ω, ω2} where
ω = e2πi/3, and so the normalised Haar measure on Tλ is the discrete measure assigning mass
1/3 to each atom, and we recover the analytic formulation of the Plancherel Theorem for Ã2

computed explicitly in [25, Theorem 4.3].

5.2 Asymptotic Plancherel Theorem

In this section we prove an asymptotic version of the Plancherel Theorem for type Ãn, confirm-
ing [11, Conjecture 9.8] and [10, Conjecture 5.15] for affine type A. The existence of such a
formula relies on a certain compatibility between the degree (in q) of the Plancherel measure
and the bound of the representations πλ, proved in Proposition 5.4 and Corollary 5.5. Recall
the definition of the specialisation sp0 from Section 4.3.

Proposition 5.4. For λ ⊢ n+ 1 we have

deg
Cλ(q)

cλ(ζλ)cλ(ζ
−1
λ )

= −2ℓ(wλ′) and sp0

(
q2ℓ(wλ′ )Cλ(q)

cλ(ζλ)cλ(ζ
−1
λ )

)
=

∏
α∈ΦGλ

(1− ζαλ ).

Proof. We have degCλ(q) = −n(n+ 1) +
∑r(λ)

i=1 λi(λi − 1) = −(n+ 1)2 +
∑r(λ)

i=1 λ
2
i , and

deg
1

cλ(ζλ)cλ(ζ
−1
λ )

=
∑

1≤i<j≤r(λ)
1≤k≤λj

2(λi + λj − 2k) =
∑

1≤i<j≤r(λ)

2λj(λi − 1).

Note that
∑

1≤i<j≤r(λ) λj =
∑

k≥1(k − 1)λ′k = ℓ(wλ′), and so

deg
Cλ(q)

cλ(ζλ)cλ(ζ
−1
λ )

= −(n+ 1)2 +

r(λ)∑
i=1

λ2i +
∑

1≤i<j≤r(λ)

2λiλj − 2ℓ(wλ′) = −2ℓ(wλ′)

and hence the first statement.
The specialisation of q2ℓ(wλ′ )Cλ(q)/(c

λ(ζλ)c
λ(ζ−1

λ )) at q−1 = 0 exists and is a nonzero rational
function in ζλ (by the first statement). Consider a typical term from 1/cλ(ζλ):

1− v−λi−λj+2kz−1
i zj

1− vλi−λj+2kz−1
i zj

= (−q)λi+λj−2k (−q)−λi−λj+2k − z−1
i zj

1− (−q)−λi+λj−2kz−1
i zj

.

The factor in front will be absorbed in the overall degree. Thus, on specialising, this term
will contribute either −z−1

i zj (in the case λi + λj − 2k > 0), or 1 − z−1
i zj in the case that

λi + λj − 2k = 0. The −z−1
i zj term will cancel with the corresponding term from 1/cλ(ζ−1

λ ),
and so only the terms of the second type will ultimately appear. These terms occur if and only
if λi + λj = 2k (with 1 ≤ k ≤ λj), and this forces λi = λj and k = λj . Thus

sp0

(
q2ℓ(wλ′ )Cλ(q)

cλ(ζλ)cλ(ζ
−1
λ )

)
=

∏
1≤i<j≤r(λ), λi=λj

(1− z−1
i zj) =

∏
α∈Φ+

Gλ

(1− ζ−α
λ ).

as required.

Corollary 5.5. For λ ⊢ n + 1 and u, v ∈ W̃ we have deg⟨Tu, Tv⟩λ ≤ 0, and if equality holds
then deg πλ(Tu;Bλ) = deg πλ(Tv;Bλ) = ℓ(wλ′), and hence u, v ∈ ∆λ.
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Proof. By definition, we have

⟨Tu, Tv⟩λ =
Cλ(q)

|Gλ|

[
χλ(TuTv−1)

cλ(ζλ)cλ(ζ
−1
λ )

]
ct

.

By Theorem 4.7, deg πλ(Tu;Bλ) ≤ ℓ(wλ′) and deg πλ(Tv;Bλ) ≤ ℓ(wλ′). Thus degχλ(TuTv−1) ≤
2ℓ(wλ′), and if equality holds then necessarily deg πλ(Tu;Bλ) = deg πλ(Tv;Bλ) = ℓ(wλ′), and so
u, v ∈ ∆λ (again by Theorem 4.7). The result now follows from Proposition 5.4.

Recall the definition of the leading matrices, the ring Cλ from Section 4.3 and the ∗-operation
on Cλ in Section 4.2. By Lemmas 4.6 and 4.11 we have

cλ(w
−1) = cλ(w)

∗. (5.2)

We call the following theorem the Asymptotic Plancherel Theorem.

Theorem 5.6. For A,B ∈ Cλ let

⟨A,B⟩∞λ =
1

|Gλ|

[
tr(AB∗)

∏
α∈ΦGλ

(1− ζαλ )

]
ct

.

Then ⟨·, ·⟩∞λ is an inner product on the Z-module Cλ, and the elements cλ(w), w ∈ ∆λ, form an
orthonormal basis. Moreover, ⟨AB,C⟩∞λ = ⟨B,A∗C⟩∞λ .

Proof. It is clear that ⟨·, ·⟩∞λ is bilinear. Let At denote matrix transpose. Since

tr(BA∗) = tr((BA∗)t) = tr((A∗)tBt) = conj(tr(AB∗))

and conj
(∏

α∈ΦGλ
(1− ζαλ )

)
=

∏
α∈ΦGλ

(1− ζαλ ) the form ⟨·, ·⟩∞λ is symmetric.

Let u, v ∈ ∆λ. Since ⟨Tu, Tv⟩ = δu,v the Plancherel Theorem (Theorem 5.1) gives

δu,v =
∑

µ⊢n+1

⟨Tu, Tv⟩µ,

and by Corollary 5.5 each specialisation sp0
(
⟨Tu, Tv⟩µ

)
exists, and is zero unless µ = λ. Thus

δu,v = sp0
(
⟨Tu, Tv⟩λ

)
. Now, by Theorem 4.7 we have

χλ(TuTv−1) = q2ℓ(wλ′ ) tr(cλ(u)cλ(v)
∗) + (terms of strictly lower degree),

and thus by Proposition 5.4 we have

Cλ(q)
χλ(TuTv−1)

cλ(ζλ)cλ(ζ
−1
λ )

= tr(cλ(u)cλ(v)
∗)

∏
α∈ΦGλ

(1− ζαλ ) + (terms of degree < 0).

Thus

δu,v = sp0
(
⟨Tu, Tv⟩λ

)
=

1

|Gλ|

[
tr(cλ(u)cλ(v)

∗)
∏

α∈ΦGλ

(1− ζαλ )

]
ct

= ⟨cλ(u), cλ(v)⟩∞λ .

If A =
∑

w∈∆λ
awcλ(w) with A ̸= 0 it follows that ⟨A,A⟩∞λ =

∑
w∈∆λ

a2w > 0, and so ⟨·, ·⟩∞λ is
positive definite, and the elements cλ(w), w ∈ ∆λ, are orthonormal. Finally, since tr((AB)C∗) =
tr(BC∗A) = tr(B(A∗C)∗) we have ⟨AB,C⟩∞λ = ⟨B,A∗C⟩∞λ .
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The asymptotic Plancherel Theorem has the following important consequences. Note that
the first theorem shows that the set of elements w ∈ W̃ such that the matrix πλ(Tw;Bλ) attains
the bound ℓ(wλ′) is precisely the two-sided cell ∆λ (improving Corollary 4.8).

Theorem 5.7. We have cλ(w) ̸= 0 if and only if w ∈ ∆λ.

Proof. By Corollary 4.8, it only remains to show that if w ∈ ∆λ then deg πλ(Tw;Bλ) = ℓ(wλ′). If
w ∈ ∆λ then by the Asymptotic Plancherel Theorem (Theorem 5.6) we have 1 = ⟨cλ(w), cλ(w)⟩∞λ
and thus deg⟨Tw, Tw⟩λ = 0, and the result follows from Corollary 5.5.

Theorem 5.8. We have Jλ
∼= Cλ as Z-algebras, with tw 7→ cλ(w). Thus J ∼= C.

Proof. By Proposition 4.12 the map ψ : Jλ → Cλ, tw 7→ cλ(w) is a surjective ring homomorphism.
To prove that ψ is injective, if a =

∑
w∈∆λ

awtw ∈ Jλ with ψ(a) = 0 then for each v ∈ ∆λ we
have ∑

w∈∆λ

awcλ(w)cλ(v)
∗ = 0.

Taking traces, multiplying by
∏

α∈ΦGλ
(1− ζαλ ), and applying Theorem 5.6 gives av = 0.

Remark 5.9. Following Remark 5.2, the analytic expression for the asymptotic Plancherel
Theorem is

⟨A,B⟩∞λ =
1

|Gλ|

∫
Tλ

tr(AB∗)dµ∞λ (zλ) where dµ∞λ (zλ) =

∣∣∣∣ ∏
α∈Φ+

Gλ

(1− z−α
λ )

∣∣∣∣2 dzλ
for A,B ∈ Cλ. We call dµ∞λ (zλ) the asymptotic Plancherel measure.

6 Maximal length double coset representatives

By [13, Proposition 2.4] it follows that if w ∈ Γλ (respectively w ∈ Γ−1
λ ) then ℓ(wλ′w) =

ℓ(w)− ℓ(wλ′) (respectively ℓ(wwλ′) = ℓ(w)− ℓ(wλ′)). In particular, if w ∈ Γλ ∩Γ−1
λ then w is of

maximal length in its double coset Wλ′wWλ′ .

Definition 6.1. For γ ∈ P (λ) let mγ be the longest element of the double cosetWλ′u−1
λ τγuλWλ′ .

Ultimately we will see in Theorem 7.6 that Γλ ∩ Γ−1
λ = {mγ | γ ∈ P

(λ)
+ }. We first record the

following result on Gλ-invariance.

Proposition 6.2. For γ ∈ P (λ) and g ∈ Gλ we have mgγ = mγ, and hence

{mγ | γ ∈ P (λ)} = {mγ | γ ∈ P
(λ)
+ }.

Proof. By [10, Lemma 2.19] we have τgγ = gτγg
−1 for all g ∈ Gλ, and hence

u−1
λ τgγuλ = (u−1

λ guλ)(u
−1
λ τγuλ)(u

−1
λ g−1uλ),

and by Proposition 2.10 we have u−1
λ guλ ∈ Wλ′ . Thus u−1

λ τgγuλ ∈ Wλ′u−1
λ τγuλWλ′ , and hence

the result.

Remark 6.3. In fact mγ1 = mγ2 if and only if γ2 ∈ Gλγ1. The “if” direction is Proposition 6.2,
and the “only if” direction follows from later results of this paper. Specifically, by the “if”

direction we may assume that γ1, γ2 ∈ P
(λ)
+ , and then by Theorem 7.6 if γ1 ̸= γ2 then πλ(Cmγ1

) =
sγ1(ζλ)πλ(Cwλ′ ) ̸= sγ2(ζλ)πλ(Cwλ′ ) = πλ(Cmγ1

), and so mγ1 ̸= mγ2 .
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The following theorem plays an important role in computing Γλ ∩ Γ−1
λ . The proof of the

theorem is technical, and so for readability we present it in Appendix A.

Theorem 6.4. Let γ ∈ P (λ). There exist x, y ∈Wλ′ such that mγ = xu−1
λ τγuλy with

ℓ(mγ) = ℓ(x) + ℓ(u−1
λ τγuλ) + ℓ(y) and ℓ(x) + ℓ(y) = ℓ(wλ′).

Moreover, if γ, γ′ ∈ P
(λ)
+ with γ +Qλ ≼λ γ

′ +Qλ then ℓ(mγ) ≤ ℓ(mγ′) with equality if and only
if γ = γ′.

Proof. See Appendix A.

7 Lusztig’s asymptotic algebra

In this section we compute the set Γλ∩Γ−1
λ , and describe the matrix algebra Cλ, hence giving an

explicit description of Lusztig’s asymptotic algebra Jλ (recall from Theorem 5.8 that Cλ
∼= Jλ).

Section 7.1 provides preliminary observations, in particular showing that each λ-leading matrix
cλ(w) (with w ∈ ∆λ) has a unique non-zero entry, with the row (respectively column) of this
entry indexed by the right (respectively left) cell containing w. Section 7.2 gives an explicit
description of the commutative ring

CΓλ∩Γ−1
λ

= spanZ{cλ(w) | w ∈ Γλ ∩ Γ−1
λ }

and in Section 7.3 we give our description of Cλ.

7.1 Preliminary observations

Let MatN (Z[ζλ]) denote the algebra of N × N matrices with entries in Z[ζλ]. Recall that for
A ∈ MatN (Z[ζλ]) we set A∗ = conj(At), where conj(ζγλ) = ζ−γ

λ is applied entrywise in the matrix,
and t denotes matrix transposition. We write Ei,j for the matrix with 1 in the (i, j) position
and 0 elsewhere.

Lemma 7.1. Let A ∈ MatN (Z[ζλ]) be an idempotent matrix of rank 1 with A∗ = A. Then
A = Ek,k for some 1 ≤ k ≤ N .

Proof. Regard A as an operator on the module M = Z[ζλ]N (with elements of M regarded
as column vectors). Let M0 = ker(A) (the 0-eigenspace) and M1 = {x ∈ M | Ax = x} (the
1-eigenspace). For x ∈ M write x = (x − Ax) + Ax. Since A2 = A we have x − Ax ∈ M0

and Ax ∈ M1, and so M = M0 ⊕ M1. By assumption, dim(M1) = 1, and we let x0 be
a generator of M1. Then Ax0 = x0 and since A∗ = A we have x∗

0A = x∗
0. Let y ∈ M

be any vector. Since M = M0 ⊕ M1 we have Ay = µyx0 for some µy ∈ Z[ζλ] and hence
µyx

∗
0x0 = x∗

0(µyx0) = x∗
0Ay = x∗

0y. Thus, writing ν = x∗
0x0 ∈ Z[ζλ] we have µyν = x∗

0y, and
hence νAy = νµyx0 = x0(νµy) = x0x

∗
0y = (x0x

∗
0)y for all y ∈M . Thus νA = x0x

∗
0.

Write x0 = (x1, x2, . . . , xN )t. Since x0 ̸= 0 there is an index k with xk ̸= 0. We have
ν = x1conj(x1)+ · · ·+xNconj(xN ) and the equation νA = x0x

∗
0 implies that νakk = xkconj(xk),

where A = (aij). If x ∈ Z[ζλ] then writing x =
∑

γ cγζ
γ
λ with cγ ∈ Z we have [x conj(x)]ct =∑

γ c
2
γ (with ct denoting constant term, as in Section 5.1). In particular, [x conj(x)]ct is strictly

positive if x ̸= 0. It follows that [ν]ct ≥ [xkconj(xk)]ct with equality if and only if xi = 0 for
all i ̸= k. Thus taking constant terms in the equation νakk = xkconj(xk) (noting that akk ∈ Z
as A∗ = A) implies that xi = 0 for all i ̸= k. But then x0x

∗
0 = xkconj(xk)Ek,k, and since

ν = xkconj(xk) the equation νA = x0x
∗
0 gives A = Ek,k as required.
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Recall that Nλ = (n + 1)!/(λ1!λ2! · · ·λr(λ)!). Then Nλ = dim(πλ) (see Section 2.6) and Nλ

also equals the number of right (or left) cells contained in ∆λ by [28, Theorem 14.4.5]. Recall
that Bλ = {ξλ ⊗Xu | u ∈ λW} is a basis of the module Mλ, and thus choosing an order on λW
determines the rows and columns of the matrices πλ(h;Bλ).

Let Γ1, . . . ,ΓNλ
be the right cells in ∆λ and for 1 ≤ i ≤ Nλ let di ∈ D be the unique

distinguished involution with di ∈ Γi (see P13 in Section 1.6).

Theorem 7.2. Let w ∈ Γi ∩ Γ−1
j . The elements of λW can be ordered such that the matrix

cλ(w) has a unique non-zero term, in position (i, j). Moreover, cλ(di) = Ei,i.

Proof. Let Ai = cλ(di) for 1 ≤ i ≤ Nλ. An easy application of P2 and P7 (see Section 1.6) gives
tditdj = 0 if i ̸= j and t2di = tdi . Thus since Cλ

∼= Jλ (by Theorem 5.8) the matrices A1, . . . , ANλ
∈

MatNλ
(Z[ζλ]) satisfy AiAj = 0 if i ̸= j and A2

i = Ai, and hence are pairwise commuting
idempotent matrices. The argument in the first three sentences of the proof of Lemma 7.1
shows that these matrices are diagonalisable, and hence simultaneously diagonalisable. Hence
there is an invertible matrix P ∈ MatNλ

(Z[ζλ]) and diagonal matricesDi such that Ai = PDiP
−1

for 1 ≤ i ≤ Nλ. Moreover, the diagonal entries of Di are 0 and 1, as D2
i = Di.

Since (
∑Nλ

i=1Ai)
2 =

∑Nλ
i=1Ai we have (

∑Nλ
i=1Di)

2 =
∑Nλ

i=1Di. Since the matrices Di are
diagonal matrices with 0 and 1 on the diagonal, this forces the Di to have 1s in different
places. Since Nλ = dim(πλ) this forces Di = Ej,j for some j. Thus Ai = PDiP

−1 is a rank 1
matrix. Since A∗

i = Ai (by Lemma 4.6) the hypothesis of Lemma 7.1 is satisfied, and so
Ai = Eki,ki for some ki. Since the matrices A1, . . . , ANλ

are all distinct (as Cλ
∼= Jλ) the map

π : (1, 2, . . . , Nλ) 7→ (k1, k2, . . . , kNλ
) is bijective.

Thus we may order λW so that cλ(di) = Ai = Ei,i. Suppose that w ∈ Γi ∩ Γ−1
j . By P2

and P7 we have tditw = tw and twtdj = tw. Thus cλ(di)cλ(w) = cλ(w) which forces the nonzero
elements of cλ(w) to lie on the ith row, and cλ(w)cλ(dj) = cλ(w) forces the nonzero elements of
cλ(w) to be on the jth column. Hence cλ(w) has a unique nonzero entry, in position (i, j).

Corollary 7.3. We have w ∈ Γλ ∩ Γ−1
λ if and only if the matrix cλ(w) has a non-zero entry in

the (uλ, uλ)-position.

Proof. This follows from Theorem 7.2 and the fact that cλ(wλ′) = Euλ,uλ (see (4.4)).

7.2 The set Γλ ∩ Γ−1
λ and the ring CΓλ∩Γ−1

λ

Recall the definition of the Gλ-Schur symmetric functions sγ(ζλ) and the monomial symmetric
polynomials eγ(ζλ) from Section 2.5. Let ≼λ be the dominance order on P/Qλ (considered also
on P (λ) via Proposition 2.6).

For f(ζλ), g(ζλ) in Z[ζλ], we set

⟨f(ζλ), g(ζλ)⟩∞λ =
1

|Gλ|

[
f(ζλ) · conj(g(ζλ)) ·

∏
α∈ΦGλ

(1− ζαλ )

]
ct

.

Note that if A,B ∈ CΓλ∩Γ−1
λ

then by Corollary 7.3 we have A = a(ζλ)Euλ,uλ and B = b(ζλ)Euλ,uλ

for some a(ζλ), b(ζλ) ∈ Z[ζλ] and then the inner product in Theorem 5.6 becomes

⟨A,B⟩∞λ = ⟨a(ζλ), b(ζλ)⟩∞λ .
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Lemma 7.4. The Schur functions sγ(ζλ) with γ ∈ (P/Qλ)+, are the unique elements of Z[ζλ]Gλ

satisfying:
(1) sγ(ζλ) = eγ(ζλ) +

∑
γ′≺λγ

aγ,γ′eγ′(ζλ) with aγ,γ′ ∈ Z, and
(2) ⟨sγ(ζλ), sγ′(ζλ)⟩∞λ = δγ,γ′.

Moreover, we have aγ,γ′ ≥ 0.

Proof. The fact that the Schur functions satisfy (1) and (2) is classical, see [23, Proposition 3.4]
(and aγ,γ′ = Kγ,γ′ ≥ 0 are the Kostka numbers). To prove that these elements are unique,
suppose that s′γ(ζλ) satisfy (1) and (2), and that s′γ′(ζλ) are determined for all γ′ ≺λ γ. By
(1) and (2) it follows that {s′γ′(ζλ) | γ′ ≺λ γ} is an orthonormal basis for the subspace of Gλ-
invariant functions spanned by {mγ′(ζλ) | γ′ ≺λ γ}. Thus sγ(ζλ) = eγ(ζλ) +

∑
γ′≺λγ

bγ,γ′sγ′(ζλ)
for some integers bγ,γ′ , and these integers are uniquely determined by bγ,γ′ = −⟨eγ(ζλ), s′γ′(ζλ)⟩∞λ ,
using (2). Hence the result.

Proposition 7.5. If γ ∈ P
(λ)
+ then there is an integer c > 0 such that

[cλ(mγ)]uλ,uλ = cζγλ + (Z-linear combination of terms ζγ
′

λ with γ ̸≼λ γ
′).

Proof. By Theorem 6.4 we have mγ = xu−1
λ τγuλy with x, y ∈ Wλ′ and ℓ(mγ) = ℓ(x) +

ℓ(u−1
λ τγuλ) + ℓ(y) and ℓ(x) + ℓ(y) = ℓ(wλ′). Let p0 be the path starting at uλ of type m⃗γ =

x · (u−1
λ τγuλ) · y (where we choose any reduced expressions for x, u−1

λ τγuλ, and y) such that the
first ℓ(x) steps are folds, the next ℓ(u−1

λ τγuλ) steps are crossings, and the final ℓ(y) steps are
folds. The following observations show that p0 is a λ-folded alcove path.
(1) Since ℓ(uλsj) = ℓ(uλ) + 1 and uλsj ∈ λW for all j ∈ Jλ′ the first ℓ(x) steps of p0 are

positive folds (not bounces).
(2) To check that the next ℓ(u−1

λ τγuλ) steps can be taken to be crossings we must show that
this part of the path remains in Aλ (and hence there are no forced bounces). Note that
the starting alcove of this part of the path is uλA0 (which lies in Aλ) and the end alcove is
uλ(u

−1
λ τγuλ)A0 = τγuλA0. Thus by [10, Theorem 2.9] the end alcove lies in Aλ, and since

the path is of reduced type, and Aλ is convex (being an intersection of half-spaces) the
entire path from uλA0 to τλuλA0 lies in Aλ (see [1, Proposition 3.94]).

(3) To show that the final ℓ(y) steps are positive folds, note first that if s ∈ Jλ′ then τλuλsA0 ⊆
Aλ (since uλs ∈ λW , and apply [10, Theorem 2.9]). Moreover, since τγuλ = tγyγuλ and
ℓ(yγuλs) = ℓ(yγuλ) + 1 we have that τγuλA0 lies on the positive side of the hyperplane
separating τγuλA0 from τγuλsA0, and hence the result.

Now, since ℓ(x) + ℓ(y) = ℓ(wλ′) we have Qλ(p0) = (q− q−1)ℓ(wλ′ ), and since end(p0) = τγuλ we
have wt(p0) = γ and θλ(p0) = uλ. Thus by Theorem 2.28 we have

[πλ(Tmγ ;Bλ)]uλ,uλ = (q− q−1)ℓ(wλ′ )ζγλ +
∑

p∈Pλ(m⃗γ ,uλ)uλ\{p0}

Qλ(p)ζ
wt(p)
λ .

It follows from Theorem 4.7 and the above equation that

q−ℓ(wλ′ )[πλ(Tmγ ;Bλ)]uλ,uλ = ζγλ + (Z[q−1]-linear combination of terms ζγ
′

λ with γ′ ∈ P ),

and so to prove the proposition it is sufficient to show that if p ∈ Pλ(m⃗γ , uλ)uλ with wt(p) = γ′

and γ ≼λ γ
′ then:

(a) if γ ≺λ γ
′ then degQλ(p) < ℓ(wλ′);

(b) if γ = γ′ then degQλ(p) ≤ ℓ(wλ′), and if equality holds then Qλ(p) has positive leading
coefficient.
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Consider a path p ∈ Pλ(m⃗γ , uλ)uλ with wt(p) = γ′. Since θλ(p) = uλ [10, Corollary 2.11]
gives end(p) = τγ′uλ. Let N = f(p) + b(p) be the total number of folds and bounces in p. If
m⃗γ = s1s2 · · · sℓπ then, since p starts at uλ, we have end(p) = uλs1 · · · ŝi1 · · · ŝiN · · · sℓπ, where
the folds and bounces of p occur at the indices ik with 1 ≤ i1 < i2 < · · · < iN ≤ ℓ (and ŝik
denotes omission of the generator in the expression). It follows that ℓ(u−1

λ τγ′uλ) ≤ ℓ(mγ) −N,
and thus N ≤ ℓ(mγ)− ℓ(u−1

λ τγ′uλ). Since ℓ(mγ′) = ℓ(u−1
λ τγ′uλ) + ℓ(wλ′) we have

N ≤ ℓ(wλ′) + ℓ(mγ)− ℓ(mγ′).

Since Qλ(p) = (−q)−b(p)(q − q−1)f(p) it follows that degQλ(p) ≤ ℓ(wλ′) + ℓ(mγ) − ℓ(mγ′) with
equality if and only if f(p) = ℓ(wλ′)+ ℓ(mγ)− ℓ(mγ′) and b(p) = 0. Both (a) and (b) now follow
from the monotonicity statement in Theorem 6.4.

The following theorem is one of the main theorem of this paper. It gives a λ-relative version
of [15, Proposition 8.6] (see also [23, Theorem 2.22(b)]). Recall that

CΓλ∩Γ−1
λ

= spanZ{cλ(w) | w ∈ Γλ ∩ Γ−1
λ }.

By Theorem 5.8 we have
CΓλ∩Γ−1

λ

∼= JΓλ∩Γ−1
λ
.

Theorem 7.6. We have Γλ ∩ Γ−1
λ = {mγ | γ ∈ P

(λ)
+ }, and if γ ∈ P (λ) then

πλ(Cmγ ) = sγ(ζλ)πλ(Cwλ′ ).

Moreover, cλ(mγ) = sγ(ζλ)Euλ,uλ, and the linear map

CΓλ∩Γ−1
λ

→ Z[ζλ]Gλ with cλ(mγ) 7→ sγ(ζλ)

is an isomorphism of unital rings.

Proof. We argue as follows.

Claim 1: If w ∈ Γλ ∩ Γ−1
λ then πλ(Cw) = fw(ζλ)πλ(Cwλ′ ) for some fw(ζλ) ∈ Z[ζλ]Gλ.

Proof of Claim 1. If w ∈ Γλ∩Γ−1
λ then by Theorem 7.2 the matrix πλ(Cw;Bλ) attains the bound

ℓ(wλ′) in the (uλ, uλ)-position, and only in this position. Define fw(ζλ) = q−ℓ(wλ′ )[πλ(Cw;Bλ)]uλ,uλ ,
and so fw(ζλ) ∈ (Z[q−1])[ζλ]. Since ℓ(wwλ′) = ℓ(wλ′w) = ℓ(w) − ℓ(wλ′) Lemma 1.14, combined
with Theorem 3.3, gives

q−2ℓ(wλ′ )Wλ′(q2)2πλ(Cw) = πλ(Cwλ′CwCwλ′ ) = fλ(Cw)πλ(Cwλ′ ). (7.1)

Reading the (uλ, uλ)-entries (using Proposition 3.1) gives q−ℓ(wλ′ )Wλ′(q2)2 fw(ζλ) = qℓ(wλ′ )fλ(Cw).
In particular, fλ(Cw) is divisible (in R[ζλ]) by Wλ′(q2)2, and we have

fw(ζλ) =
q2ℓ(wλ′ )

Wλ′(q2)2
fλ(Cw).

It then follows from Corollary 3.5 that fw(ζλ) = fw(ζλ), and since fw(ζλ) ∈ (Z[q−1])[ζλ] this
forces fw(ζλ) ∈ Z[ζλ]. Then by Theorem 3.8 we have fw(ζλ) ∈ Z[ζλ]Gλ , and (7.1) gives πλ(Cw) =
fw(ζλ)πλ(Cwλ′ ), completing the proof of Claim 1.

Claim 2: We have {mγ | γ ∈ P
(λ)
+ } ⊆ Γλ ∩ Γ−1

λ , and if γ ∈ P (λ) then fmγ (ζλ) = sγ(ζλ).
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Proof of Claim 2. By Proposition 7.5 we have deg[πλ(Tmγ ;Bλ)]uλ,uλ = ℓ(wλ′), and so by Corol-
lary 7.3 we have mγ ∈ Γλ ∩ Γ−1

λ , hence the claimed containment.
Let γ ∈ P (λ). Since mgγ = mγ for all g ∈ Gλ (see Proposition 6.2) we may assume that

γ ∈ P
(λ)
+ . By Proposition 7.5 we have

fmγ (ζλ) = cζγλ + (Z-linear combination of terms ζγ
′

λ with γ ̸≼λ γ
′), (7.2)

where c > 0 is an integer. Since fmγ (ζλ) ∈ Z[ζλ]Gλ , and since the Schur functions sγ(ζλ),

γ ∈ P
(λ)
+ , form a Z-basis of this ring we have

fmγ (ζλ) =
∑

γ′∈(P/Qλ)+

aγ′sγ′(ζλ)

for some integers aγ′ . By Theorem 5.6 we have ⟨fmγ (ζλ), fmγ (ζλ)⟩∞λ = 1, and then Lemma 7.4

gives
∑

γ′ a2γ′ = 1. Thus fmγ (ζλ) = ϵsγ1(ζλ) for some γ1 ∈ P
(λ)
+ with ϵ ∈ {−1, 1}. By (7.2) and

the positivity in Lemma 7.4 we have ϵ = 1. Moreover, the triangularity in Lemma 7.4 gives
γ ≼λ γ1, and hence γ1 = γ by (7.2) completing the proof of Claim 2.

Claim 3: We have Γλ ∩ Γ−1
λ = {mγ | γ ∈ P

(λ)
+ }.

Proof of Claim 3. If w ∈ Γλ ∩ Γ−1
λ then it follows from Claim 1 that cλ(w) = fw(ζλ)Euλ,uλ ,

with fw(ζλ) ∈ Z[ζλ]Gλ . If w /∈ {mγ | γ ∈ P
(λ)
+ } then by Claim 2 and the asymptotic Plancherel

Theorem (Theorem 5.6) we have ⟨fw(ζλ), sγ(ζλ)⟩∞λ = 0 for all γ ∈ P
(λ)
+ , contradicting the fact

that the Schur functions sγ(ζλ), γ ∈ P
(λ)
+ , form a basis of Z[ζλ]Gλ . Thus w = mγ for some

γ ∈ P
(λ)
+ . Claim 2 provides the reverse containment.

It is now clear that the linear map CΓλ∩Γ−1
λ

→ Z[ζλ]Gλ with cλ(mγ) 7→ sγ(ζλ) is a ring

isomorphism (see Theorem 5.8), and the proof of the theorem is complete.

We can now complete the proof of Lemma 3.11 (and hence the λ-relative Satake Isomor-
phism).

Proof of Lemma 3.11. By Theorem 7.6 we have fλ(Cmγ ) = q−2ℓ(wλ′ )Wλ′(q2)2sγ(ζλ), and the
Schur functions form a basis of R[ζλ]

Gλ .

7.3 The ring Cλ and Lusztig’s asymptotic algebra

As in Section 7.1, let d1, . . . , dNλ
be the distinguished involutions of ∆λ with d1 = wλ′ . Let Γi

denote the right cell containing di, and order λW so that cλ(di) = Eii (see Theorem 7.2). In
particular, uλ ∈ λW is the first element in this order, and Γ1 = Γλ.

Fix bijections ϕij : Γi ∩ Γ−1
j → Γλ ∩ Γ−1

λ , as in [31, §2.3]. Write Eij(a) for the matrix with a
in the (i, j)-position and 0 elsewhere. The following result of Xi reduces the understanding of
Jλ to understanding the ring JΓλ∩Γ−1

λ
.

Theorem 7.7 ([31, Theorem 2.3.2]). We have:
(1) The map tw 7→ tϕii(w) induces a ring isomorphism JΓi∩Γ−1

i
→ JΓλ∩Γ−1

λ
.

(2) The map tw 7→ Eij(tϕij(w)), for w ∈ Γi ∩ Γ−1
j , defines an isomorphism from Jλ to

MatNλ
(JΓλ∩Γ−1

λ
).

The following theorem gives an explicit description of Lusztig’s asymptotic algebra for affine
type A (recall from Theorem 5.8 that Jλ

∼= Cλ and J ∼= C).
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Theorem 7.8. There are weights γ1, . . . , γNλ
∈ P (λ) and ϵ1, . . . , ϵNλ

∈ {−1, 1} such that

D−1CλD = MatNλ
(Z[ζλ]Gλ) where D = diag(ϵ1ζ

γ1
λ , . . . , ϵNλ

ζ
γNλ
λ ).

Moreover there is a function hλ : ∆λ → P
(λ)
+ such that:

(a) for each 1 ≤ i, j ≤ Nλ the map hλ : Γi ∩ Γ−1
j → P

(λ)
+ is bijective, and

(b) if w ∈ Γi ∩ Γ−1
j then D−1cλ(w)D = shλ(w)(ζλ)Eij.

Proof. By Theorem 7.2 we have cλ(di) = Eii. Let wij = ϕ−1
ij (wλ′) ∈ Γi ∩ Γ−1

j . By [31,

Lemma 2.3.1] we have wii = di and wji = w−1
ij . Since Eij(twλ′ )Eji(twλ′ ) = Eii(t

2
wλ′

) = Eii(twλ′ )
it follows (under the isomorphism in Theorem 7.7(2)) that twij tw−1

ij
= tdi . By Theorem 7.2 we

have cλ(wij) = a(ζλ)Eij for some a(ζλ) ∈ Z[ζλ]. Then the above equation, and the isomorphism
from Theorem 5.8, gives (using (5.2)) Eii = cλ(di) = cλ(wij)cλ(w

−1
ij ) = a(ζλ)a(ζ

−1
λ )Eii, and

hence a(ζλ)a(ζ
−1
λ ) = 1. Writing a(ζλ) =

∑
γ cγζ

γ
λ (with cγ ∈ Z and the sum over γ ∈ P (λ)) it

follows that
∑

γ c
2
γ = 1, and hence a(ζλ) = ϵijζ

γij
λ for some γij ∈ P (λ) and ϵij = ±1. Thus the

elements wij satisfy cλ(wij) = ϵijζ
γij
λ Eij , with ϵji = ϵij and γji = −γij (with ϵii = 1).

We claim that, for all i, j, k,

γij + γjk + γki = 0 and ϵijϵjkϵki = 1. (7.3)

To see this, it follows from Theorem 7.7 that twij twjk
twki

= tdi . On the other hand,

cλ(wij)cλ(wjk)cλ(wki) = ϵijϵjkϵkiζ
γij+γjk+γki
λ Eii,

and since cλ(di) = Eii the claim follows (using Theorem 5.8).
It is now elementary, using (7.3), that one may choose weights γ1, . . . , γNλ

∈ P (λ) and signs

ϵ1, . . . , ϵNλ
∈ {−1, 1} such that ϵij = ϵiϵj and ζ

γij
λ = ζγiλ ζ

−γj
λ . [This is a consequence of the

following: if zij , 1 ≤ i, j ≤ n, are invertible satisfying zijzjk = zik for all 1 ≤ i, j, k ≤ n then
there exist invertible x1, . . . , xn such that xix

−1
j = zij for all 1 ≤ i, j ≤ n. The proof is induction

on n with the induction step given by setting xn+1 = x1z
−1
1,n+1]. It follows that

D−1cλ(wij)D = Eij where D = diag(ϵ1ζ
γ1
λ , . . . , ϵNλ

ζ
γNλ
λ ).

Let Rij = {[D−1AD]ij | A ∈ Cλ}. We claim that Rij = Z[ζλ]Gλ . To see this, suppose that
a(ζλ), b(ζλ) ∈ Rij . Then there exist A,B ∈ Cλ such that [D−1AD]ij = a(ζλ) and [D−1BD]ij =
b(ζλ). Then

D−1cλ(di)Acλ(wji)Bcλ(dj)D = D−1EiiAD(D−1cλ(wji)D)D−1BEjjD

= EiiD
−1ADEjiD

−1BDEjj

= a(ζλ)b(ζλ)Eij ,

and so Rij is a ring. Moreover

D−1cλ(w1i)Acλ(wj1)D = D−1cλ(w1i)D(D−1AD)D−1cλ(wj1)D = a(ζλ)E11,

and so cλ(w1i)Acλ(wj1) = a(ζλ)E11, and hence a(ζλ) ∈ Z[ζλ]Gλ . So Rij ⊆ Z[ζλ]Gλ . On the other
hand,

D−1cλ(wi1)cλ(mγ)cλ(w1j)D = sγ(ζλ)Eij ,
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and so Z[ζλ]Gλ ⊆ Rij , completing the proof of the claim. Thus D−1CλD = MatNλ
(Z[ζλ]Gλ).

Let w ∈ Γi ∩Γ−1
j , and write D−1cλ(w)D = a(ζλ)Eij for some a(ζλ) ∈ Z[ζλ]Gλ . An argument

similar to the proof of Claim 2 in Theorem 7.6 gives that a(ζλ) = ϵwshλ(w)(ζλ) for some ϵw ∈
{−1, 1} and hλ(w) ∈ P

(λ)
+ . The map hλ : Γi ∩ Γ−1

j → P
(λ)
+ is injective (using Theorem 5.6) and

surjective (as Rij = Z[ζλ]Gλ). We claim that ϵw = 1 for all w ∈ ∆λ. We have

D−1cλ(w1i)cλ(w)cλ(wj1)D = ϵwshλ(w)(ζλ)E11 = ϵwD
−1cλ(mhλ(w))D,

and so cλ(w1i)cλ(w)cλ(wj1) = ϵwcλ(mhλ(w)). Thus tw1itwtwj1 = ϵwtmhλ(w)
. It is known that the

structure constants of Jλ are nonnegative (see [16, (3.1.1)]), and hence ϵw = 1. Thus we have
D−1cλ(w)D = shλ(w)(ζλ) for all w ∈ ∆λ.

We make the following conjecture.

Conjecture 7.9. In Theorem 7.8 we have ϵi = 1 for all 1 ≤ i ≤ Nλ.

Theorem 7.8 gives rise to a balanced system of cell representations, in the sense of [12,
Definition 1.5].

Corollary 7.10. The matrix representations πλ( · ;Bλ), with λ ⊢ n+1, form a balanced system
of cell representations.

Proof. We verify properties B1–B6 from [12, Definition 1.5]. Property B1 is the killing property
(Theorem 4.3), and property B2 is boundedness (Theorem 4.7, with bounds aλ = ℓ(wλ′)).
Property B6 (monotonicity of the bounds) is then immediate from Lemma 1.3. Property B3
is the statement that πλ recognises precisely ∆λ (Theorem 5.7), and property B4 (freeness of
the leading matrices over Z) follows from the freeness of the Schur functions and Theorem 7.8.
Finally, if z ∈ ∆λ then z ∈ Γi ∩ Γ−1

j for some 1 ≤ i, j ≤ Nλ and by Theorem 7.8 we have
cλ(z)cλ(dj) = cλ(z), verifying B5.

Remark 7.11. Conjugation by D in the above theorem amounts to choosing a basis associated
to a (signed) “fundamental domain” for the action of Tλ on Aλ different from the standard
fundamental domain λW . See [10, Section 4.5] for details. Specifically, the basis chosen is
{ξλ ⊗ ϵiXτ−1

γi
ui

| 1 ≤ i ≤ Nλ} where λW = {ui | 1 ≤ i ≤ Nλ} is ordered as in Theorem 7.2.

Example 7.12. Consider A3 with λ = (2, 2) (see Examples 2.3, 2.13, and 2.25). We have
uλ = s2, and

λW = {s2, e, s2s1, s2s3, s2s1s3, s2s1s3s2} (ordered with uλ being the first element).
Writing Q = q− q−1, the path formula in Theorem 2.28 gives

πλ(T1) =


Q 0 1 0 0 0
0 −q−1 0 0 0 0
1 0 0 0 0 0
0 0 0 Q 1 0
0 0 0 1 0 0
0 0 0 0 0 −q−1

 πλ(T2) =


0 1 0 0 0 0
1 Q 0 0 0 0
0 0 −q−1 0 0 0
0 0 0 −q−1 0 0
0 0 0 0 Q 1
0 0 0 0 1 0



πλ(T3) =


Q 0 0 1 0 0
0 −q−1 0 0 0 0
0 0 Q 0 1 0
1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 −q−1

 πλ(T0) =


0 0 0 0 0 z1/z2
0 0 0 0 z1/z2 0
0 0 −q−1 0 0 0
0 0 0 −q−1 0 0
0 z2/z1 0 0 Q 0

z2/z1 0 0 0 0 Q



πλ(Tσ) =


0 0 0 0 z1 0
0 0 0 z1 0 0
0 z2 0 0 0 0
0 0 0 0 0 z1
z2 0 0 0 0 0
0 0 z2 0 0 0


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The distinguished involutions are

d1 = s1s3 d2 = s2s1s3s2 d3 = s3s2s0s3 d4 = s1s2s0s1 d5 = s0s2 d6 = s0s1s3s0,

and after making choices of the bijections ϕij : Γi∩Γ−1
j → Γ1∩Γ−1

1 the elements wij = ϕ−1
ij (wλ′)

(see the proof of Theorem 7.8) are

w12 = s1s3s2 w13 = s1s3s0σ w14 = s1s3s2σ

w15 = s1s3σ w16 = s1s3s2σ
2 w23 = s2s1s3s0σ

w24 = s2s1s3s2σ w25 = s2s1s3σ w26 = s2s1s3s2σ
2

w34 = s3s2s0s1 w35 = s3s2s0 w36 = s3s2s0s1σ

w45 = s1s2s0 w46 = s1s2s0s1σ w56 = s2s0s1σ

(with wii = di and wji = w−1
ij ). We compute

cλ(w12) = E12, cλ(w13) = z1E13, cλ(w14) = z1E14, cλ(w15) = z1E15, cλ(w16) = z21E16.

The conjugating matrix (from Theorem 7.8) may thus be taken as

D = diag(1, 1, z−1
1 , z−1

1 , z−1
1 , z−2

1 ).

Then D−1cλ(wij)D = Eij for all 1 ≤ i, j ≤ 6 (note that all signs ϵi are +1, see Conjecture 7.9),
and we have D−1CλD = Mat6(Z[ζλ]Gλ). For example, if w = s2s0s1s3s2s0s1s3s2s0σ

2 we com-
pute

D−1cλ(w)D = (z51z2 + z1z
5
2 + z21 + z22 + z1z2)E56 = s5ẽ1+ẽ2(ζλ)E56,

showing that w ∈ Γ5 ∩ Γ−1
6 and hλ(w) = 3e1 + 2e2 + e3 ∈ P

(λ)
+ .

A Proof of Theorem 6.4

In this appendix we prove Theorem 6.4 (see Theorems A.11 and A.17). In Section A.1 we give
general analysis of maximal length double coset representatives in affine Weyl groups, before
turning attention to the specific elements mγ in Section A.2 where we show that ℓ(mγ) =
ℓ(u−1

λ τγuλ) + ℓ(wλ′). In Section A.3 we compute ℓ(u−1
λ τγuλ), and in Section A.4 we use this

length formula to prove a monotonicity of ℓ(mγ) with respect to ≼λ.

A.1 Maximal length double coset representatives in affine Weyl groups

This section gives some general facts about maximal length double coset representatives in affine
Weyl groups.

Lemma A.1. Let γ ∈ P and u ∈W . For 1 ≤ j ≤ n we have:
(1) ℓ(sjtγu) = ℓ(tγu)− 1 if and only if ⟨γ, αj⟩ ≤ 0 and if ⟨γ, αj⟩ = 0 then u−1αj < 0.
(2) ℓ(tγusj) = ℓ(tγu)− 1 if and only if ⟨u−1γ, αj⟩ ≥ 0 and if ⟨u−1γ, αj⟩ = 0 then uαj < 0.

Proof. It is sufficient to prove (1), because (2) follows by applying (1) to (tγu)
−1 = t−u−1γu

−1.
By counting hyperplanes separating A0 from tγuA0, we have (see [22, (2.4.1)])

ℓ(tγu) =
∑
α∈Φ+

|⟨γ, α⟩ − χ−(u−1α)|,
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where χ−(α) = 1 if α ∈ −Φ+, and 0 otherwise. The simple reflection sj permutes Φ+\{αj}, and
since sjtγu = tsjγsju it follows that

ℓ(sjtγu) = |⟨γ, αj⟩+ χ−(−u−1αj)|+
∑

α∈Φ+\{αj}

|⟨γ, α⟩ − χ−(u−1α)|,

and so ℓ(tγu) − ℓ(sjtγu) = |⟨γ, αj⟩ − χ−(u−1αj)| − |⟨γ, αj⟩ + χ−(−u−1αj)|. Thus ℓ(sjtγu) =
ℓ(tγu)− 1 if and only if either ⟨γ, αj⟩ < 0, or ⟨γ, αj⟩ = 0 and u−1αj < 0.

Lemma A.2. Let γ ∈ P , u ∈W , and J ⊆ {1, 2, . . . , n}. Let

LJ(γ, u) = {α ∈ Φ+
J | ⟨γ, α⟩ > 0 or ⟨γ, α⟩ = 0 and u−1α > 0}

RJ(γ, u) = {α ∈ Φ+
J | ⟨u−1γ, α⟩ < 0 or ⟨u−1γ, α⟩ = 0 and uα > 0}.

Then there exist (unique) elements x, x′ ∈ WJ with Φ(x) = LJ(γ, u) and Φ(x′) = RJ(γ, u).
Moreover x−1tγu is of maximal length in WJ tγu, and tγux

′ is of maximal length in tγuWJ , and
ℓ(x−1tγu) = ℓ(x) + ℓ(tγu) and ℓ(tγux

′) = ℓ(tγu) + ℓ(x′).

Proof. It is sufficient to prove the results concerning the coset WJ tγu (for the other statements
follow by considering (tγu)

−1 = t−u−1γu
−1). We argue by induction on |LJ(γ, u)|. If |LJ(γ, u)| =

0 then Lemma A.1 gives ℓ(sjtγu) = ℓ(tγu) − 1 for all j ∈ J . Thus tγu is of maximal length in
WJ tγu, and the result follows with x = e. Suppose |LJ(γ, u)| > 0. Then there is j ∈ J with
αj ∈ LJ(γ, u) (otherwise LJ(γ, u) = ∅) and so ℓ(sjtγu) = ℓ(tγu) + 1 by Lemma A.1. We have
sjtγu = tsjγ(sju), and we claim that

LJ(sjγ, sju) = sj(LJ(γ, u)\{αj}). (A.1)

Note first that αj /∈ LJ(sjγ, sju) (for otherwise either ⟨sjγ, αj⟩ > 0 or ⟨sjγ, αj⟩ = 0 and
u−1sjαj > 0, and so either ⟨γ, αj⟩ < 0 or ⟨γ, αj⟩ = 0 and u−1αj < 0, contradicting the fact that
αj ∈ LJ(γ, u)). Now, to prove (A.1), suppose that α ∈ LJ(sjγ, sju). Then either ⟨γ, sjα⟩ > 0
or ⟨γ, sjα⟩ = 0 and u−1sjα > 0. Since α ∈ Φ+\{αj}, and since sj permutes this set of positive
roots, it follows that sjα ∈ LJ(γ, u) and so α ∈ sj(LJ(γ, u)\{αj}). The converse is similar.

It follows by induction using (A.1) that there exist j1, . . . , jk ∈ J such that, writing x−1 =
sj1 · · · sjk , we have ℓ(x−1tγu) = k+ℓ(tγu), and such that LJ(xγ, xu) = ∅. By Lemma A.1 we have
that x−1tγu is of maximal length in WJ tγu, and it follows from (A.1) that Φ(x) = LJ(γ, u).

Corollary A.3. Let γ ∈ P , u ∈ W , and J ⊆ {1, 2, . . . , n}. Let m be the longest element of
WJ tγuWJ . Then

m = x−1tγuy with ℓ(m) = ℓ(x) + ℓ(tγu) + ℓ(y),

where Φ(x) = LJ(γ, u) and Φ(y) = RJ(x
−1γ, x−1u). In particular,

ℓ(m)− ℓ(tγu) = |LJ(γ, u)|+ |RJ(x
−1γ, x−1u)|.

Proof. By Lemma A.2 we have that x−1tγu = tx−1γ(x
−1u) is of maximal length inWJ tγu, where

Φ(x) = LJ(γ, u), and that ℓ(x−1tγu) = ℓ(x) + ℓ(tγu). Then, again using Lemma A.2, we have
that (x−1tγu)y is of maximal length in x−1tγuWJ , where Φ(y) = RJ(x

−1γ, x−1u), and that

ℓ((x−1tγu)y) = ℓ(x−1tγu) + ℓ(y) = ℓ(x) + ℓ(tγu) + ℓ(y).

Thus x−1tγuy is of maximal length in WJ tγuWJ , and the result follows.
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A.2 The elements mγ

In this section we prove that ℓ(mγ) = ℓ(u−1
λ τγuλ) + ℓ(wλ′) (see Theorem A.11). The length

ℓ(u−1
λ τγuλ) is computed in the next section (see Theorem A.14).

Proposition A.4. Let γ ∈ P (λ). We have ℓ(mγ)− ℓ(u−1
λ τγuλ) = |L(γ)|+ |R(γ)|, where

L(γ) = {β ∈ uλΦ
+
λ′ | ⟨γ, β⟩ > 0 or ⟨γ, β⟩ = 0 and u−1

λ y−1
γ β > 0},

R(γ) = {β ∈ uλΦ
+
λ′ | ⟨wλγ, β⟩ < 0 or ⟨wλγ, β⟩ = 0 and u−1

λ yγβ > 0 and u−1
λ yγβ /∈ Φ+

λ′}.

Proof. Since u−1
λ τγuλ = tu−1

λ γu
−1
λ yγu Corollary A.3 gives ℓ(mγ) − ℓ(u−1

λ τγuλ) = |L(γ)| + |R′(γ)|
with L(γ) as given in the statement of the proposition, and R′(γ) given by

R′(γ) = {β ∈ uλΦ
+
λ′ | ⟨y−1

γ γ, β⟩ < 0 or ⟨y−1
γ γ, β⟩ = 0 and x−1u−1

λ yγβ > 0}

where x ∈W is defined by Φ(x) = u−1
λ L(γ). It remains to show that R′(γ) = R(γ). By (2.4) we

have y−1
γ = wλwJλ\Jλ(γ). Moreover, since γ ∈ P (λ) and Jλ(γ) = {j ∈ Jλ | ⟨γ, αj⟩ = 1} we have

⟨γ, αj⟩ = 0 for all j ∈ Jλ\Jλ(γ), and hence y−1
γ γ = wλγ.

To conclude the proof we must show that if ⟨wλγ, β⟩ = 0, then x−1u−1
λ yγβ > 0 if and only

if u−1
λ yγβ > 0 and u−1

λ yγβ /∈ Φ+
λ′ . Suppose first that x−1u−1

λ yγβ > 0. If u−1
λ yγβ < 0 then

−u−1
λ yγβ ∈ Φ(x) = u−1

λ L(γ), and so β′ = −yγβ ∈ L(γ). Since ⟨γ, β′⟩ = −⟨wλγ, β⟩ = 0 the
definition of L(γ) forces u−1

λ y−1
γ β′ > 0, however u−1

λ y−1
γ β′ = −u−1

λ β ∈ −Φ+
λ′ , a contradiction.

Thus u−1
λ yγβ > 0, and so yγβ /∈ L(γ) (because u−1

λ yγβ /∈ Φ(x)). If u−1
λ yγβ ∈ Φ+

λ′ then β′ = yγβ ∈
uλΦ

+
λ′ and since ⟨γ, β′⟩ = ⟨wλγ, β⟩ = 0 and u−1

λ y−1
γ β′ = u−1

λ β > 0 we have β′ = yγβ ∈ L(γ),

a contradiction. Conversely, suppose that ⟨wλγ, β⟩ = 0 with u−1
λ yγβ > 0 and u−1

λ yγβ /∈ Φ+
λ′ .

If x−1u−1
λ yγβ < 0 then u−1

λ yγβ ∈ Φ(x) = u−1
λ L(γ) and so yγβ ∈ L(x) ⊆ uλΦ

+
λ′ , contradicting

u−1
λ yγβ /∈ Φ+

λ′ and concluding the proof.

Recall that λ[k, i] denotes the entry in the kth row and ith column of tr(λ).

Lemma A.5. We have

uλΦ
+ = {eλ[k,i] − eλ[l,j] | 0 ≤ k, l ≤ r(λ), 1 ≤ i ≤ j ≤ λl, and if i = j then k < l}.

Proof. It follows from the definition of uλ that uλΦ
+ consists of the roots ei1 − ei2 such that i1

occurs before i2 in the column reading of tr(λ), and hence the result.

Lemma A.6. Let β = eλ[k,i] − eλ[l,j] with 1 ≤ k < l ≤ r(λ), 1 ≤ i ≤ λk, and 1 ≤ j ≤ λl. Then

(1) u−1
λ β > 0 if and only if i ≤ j.

(2) u−1
λ β ∈ Φ+

λ′ if and only if i = j.

Proof. Again this follows directly from the definition of uλ.

In particular, we have

uλΦ
+
λ′ = {eλ[k,i] − eλ[l,i] | 1 ≤ k < l ≤ r(λ), 1 ≤ i ≤ λl}.

It is convenient to decompose uλΦ
+
λ′ as follows:

uλΦ
+
λ′ =

⊔
1≤k<l≤r(λ)

Ak,l where Ak,l = {eλ(k−1)+i − eλ(l−1)+i | 1 ≤ i ≤ λl}. (A.2)

46



For the next three results we will fix 1 ≤ k < l ≤ r(λ) and 1 ≤ i ≤ λl, and set
(1) β = eλ[k,i] − e[l,i] ∈ Ak,l,

(2) γ ∈ P (λ) with γ +Qλ =
∑r(λ)

j=1 aj ẽj , and aj = λjbj + cj with 0 ≤ cj < λj for 1 ≤ j ≤ r(λ),
(3) c∗j = λj − cj for 1 ≤ j ≤ r(λ).
The following lemmas are helpful in determining L(γ) and R(γ).

Lemma A.7. Let β and γ be as above. We have u−1
λ y−1

γ β > 0 if and only if either:
(a) i ≤ ck and i ≤ cl with c

∗
k ≤ c∗l , or

(b) i > ck and i ≤ cl, or
(c) i > ck and i > cl with cl ≤ ck.

Proof. Recall that yγ = wJλ\Jλ(γ)wλ. A direct calculation gives y−1
γ β = eλ[k,i′] − eλ[l,j′] where

i′ =

{
c∗k + i if i ≤ ck

i− ck if i > ck
j′ =

{
c∗l + i if i ≤ cl

i− cl if i > cl.

Now use that fact that u−1
λ y−1

γ β > 0 if and only if i′ ≤ j′ (see Lemma A.6).

Lemma A.8. Let β and γ be as above. We have u−1
λ yγβ > 0 with u−1

λ yγβ /∈ Φ+
λ′ if and only if

either:
(a) i ≤ c∗k and i ≤ c∗l with ck < cl, or
(b) i > c∗k and i ≤ c∗l , or
(c) i > λ∗k and i > λ∗l with c∗l < c∗k.

Proof. Similarly to in Lemma A.7, a direct calculation gives yγβ = eλ[k,i′] − eλ[l,j′] where

i′ =

{
i− c∗k if i > c∗k
ck + i if i ≤ c∗k

j′ =

{
i− c∗l if i > c∗l
cl + i if i ≤ c∗l .

The result follows from the fact that u−1
λ yγβ > 0 if and only if i′ ≤ j′, and if i′ = j′ then

u−1
λ yγβ ∈ Φ+

λ′ (see Lemma A.6).

In the following proposition we determine L(γ) and R(γ).

Proposition A.9. Let β and γ be as above. We have β ∈ L(γ) if and only if either bk − bl ≥ 1,
or bk − bl = 0 with ck ≥ cl and either:
(a) c∗k > c∗l with cl < i ≤ λl, or
(b) c∗k ≤ c∗l with 1 ≤ i ≤ λl.

We have β ∈ R(γ) if and only if either bk − bl ≤ −1, or bk − bl = 0 with c∗k > c∗l and either:
(a) ck ≥ cl with c

∗
l < i ≤ λl, or

(b) ck < cl with 1 ≤ i ≤ λl.

Proof. By Proposition 2.6 we have

⟨γ, β⟩ =


bk − bl if i ≤ ck and i ≤ cl, or i > ck and i > cl

bk − bl + 1 if i ≤ ck and i > cl

bk − bl − 1 if i > ck and i ≤ cl,

and it follows that:
• If bk − bl ≤ −2 then ⟨γ, β⟩ < 0 and so β /∈ L(γ).
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• If bk − bl = −1 then β /∈ L(γ) unless i ≤ ck and i > cl and u−1
λ y−1

γ β > 0. However by

Lemma A.7 if i ≤ ck and i > cl then u−1
λ y−1

γ β < 0, and so β /∈ L(γ) whenever bk−bl = −1.
• If bk − bl = 0 then we have the following:

(a) If i ≤ ck and i > cl then β ∈ L(γ).
(b) If i > ck and i ≤ cl then β /∈ L(γ).
(c) If i ≤ ck and i ≤ cl we have ⟨γ, β⟩ = 0, and using Lemma A.7, we have β ∈ L(γ) if

and only if c∗k ≤ c∗l .
(d) Similarly, if i > ck and i > cl we have β ∈ L(γ) if and only if cl ≤ ck.

• If bk− bl = 1 then β ∈ L(γ) unless i > ck and i ≤ cl with u−1
λ y−1

γ β < 0, but by Lemma A.7

if i > ck and i ≤ cl then u−1
λ y−1

γ β > 0. Thus β ∈ L(γ) whenever bk − bl = 1.
• If bk − bl ≥ 2 then ⟨γ, β⟩ > 0 and so β ∈ L(γ).

It follows from the above observations that if bk = bl then β ∈ L(γ) if and only if either
cl < i ≤ ck, or i ≤ ck and i ≤ cl with c∗k ≤ c∗l , or i > ck and i > cl with cl ≤ ck, and this in
turn is equivalent to the inequalities stated in the lemma (noting that the situation ck < cl and
c∗k ≤ c∗l is impossible, since it implies that λk ≤ λl − (cl − ck) < λl).

For R(γ), by Proposition 2.6 and the fact that wλβ = eλ[k,λk−i+1] − eλ[l,λl−i+1] we have

⟨wλγ, β⟩ =


bk − bl if i ≤ c∗k and i ≤ c∗l , or i > c∗k and i > c∗l
bk − bl + 1 if i > c∗k and i ≤ c∗l
bk − bl − 1 if i ≤ c∗k and i > c∗l

and the analysis is then completely analogous to the L(γ) case, making use of Lemma A.8.

Corollary A.10. Let γ ∈ P (λ). For 1 ≤ k < l ≤ r(λ) we have

|L(γ) ∩Ak,l|+ |R(γ) ∩Ak,l| = λl.

Proof. Write γ +Qλ =
∑
aj ẽj with aj = λjbj + cj as before. By Proposition A.9 if |bk − bl| ≥ 1

then |L(γ) ∩Ak,l|+ |R(γ) ∩Ak,l| = λl. Moreover, if bk − bl = 0 then

|L(γ) ∩Ak,l| =


λl − cl if bk − bl = 0 with ck ≥ cl and c

∗
k > c∗l

λl if bk − bl = 0 with ck ≥ cl and c
∗
k ≤ c∗l

0 otherwise,

and

|R(γ) ∩Ak,l| =


cl if bk − bl = 0 with ck ≥ cl and c

∗
k > c∗l

λl if bk − bl = 0 with ck < cl and c
∗
k > c∗l

0 otherwise,

and hence the result (again, noting that the situation ck < cl and c
∗
k ≤ c∗l is impossible).

Theorem A.11. Let γ ∈ P (λ). There exist x, y ∈Wλ′ such that mγ = xu−1
λ τγuλy with

ℓ(mγ) = ℓ(x) + ℓ(u−1
λ τγuλ) + ℓ(y) and ℓ(x) + ℓ(y) = ℓ(wλ′).

Proof. By (A.2) and Corollary A.10 we have

|L(γ)|+ |R(γ)| =
∑

1≤k<l≤r(λ)

(
|L(γ) ∩Ak,l|+ |R(γ) ∩Ak,l|

)
=

∑
1≤k<l≤r(λ)

λl =
∑
l≥1

(l − 1)λl,

and the latter equals ℓ(wλ′). The result now follows from Proposition A.4.
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A.3 The length of u−1
λ τγuλ

In this section we compute the length of u−1
λ τγuλ (see Theorem A.14). We begin with some

preliminary observations. For 1 ≤ k < l ≤ r(λ) define

β+(k, l; i, j) = eλ[k,i] − eλ[l,j] for 1 ≤ i ≤ j ≤ λl

β−(k, l; i, j) = eλ[l,j] − eλ[k,i] for 1 ≤ j ≤ λl and j < i ≤ λk.

Let Bk,l = B+
k,l ∪B

−
k,l, where

B+
k,l = {β+(k, l; i, j) | 1 ≤ i ≤ j ≤ λl} and B−

k,l = {β−(k, l; i, j) | 1 ≤ j ≤ λl and j < i ≤ λk}.

By Lemma A.5 the set uλΦ
+\Φλ is the disjoint union of the sets Bk,l over 1 ≤ k < l ≤ r(λ). Let

Φ+
k,l = B+

k,l ∪ (−B−
k,l).

Note that Φ+
k,l consists precisely of the roots ep − eq ∈ Φ+ with p in row k of tr(λ) and q in row

l of tr(λ). Thus Φ
+\Φλ is the disjoint union of the sets Φ+

k,l over 1 ≤ k < l ≤ r(λ).

As in the previous section, we write γ =
∑r(λ)

m=1 amẽm, where am = λmbm + cm with 0 ≤
cm < λm for 1 ≤ m ≤ r(λ). Let c∗m = λm − cm.

Lemma A.12. Let γ ∈ P (λ) and let β+ = β+(k, l; i, j) (respectively β− = β−(k, l; i, j)). We
have u−1

λ y−1
γ β+ > 0 (respectively u−1

λ y−1
γ β− > 0) if and only if either:

(a) i ≤ ck, j ≤ cl with i+ c∗k ≤ j + c∗l (respectively i ≤ ck, j ≤ cl with j + c∗l < i+ c∗k), or
(b) i ≤ ck, j > cl with i+ c∗k ≤ j − cl (respectively i ≤ ck, j > cl), or
(c) i > ck, j ≤ cl (respectively i > ck, j ≤ cl with j + c∗l < i− ck), or
(d) i > ck, j > cl with i− ck ≤ j − cl (respectively i > ck, j > cl with j − cl < i− ck).

Proof. As in Lemma A.7, a direct calculation gives y−1
γ β+ = eλ[k,i′] − eλ[l,j′] and y−1

γ β− =
eλ[l,j′] − eλ[k,i′], where

i′ =

{
c∗k + i if i ≤ ck

i− ck if i > ck
j′ =

{
c∗l + j if j ≤ cl

j − cl if j > cl.

We have u−1
λ y−1

γ β+ > 0 if and only if i′ ≤ j′, and u−1
λ y−1

γ β− > 0 if and only if j′ < i′.

Lemma A.13. If γ ∈ P (λ) and α ∈ Φ+ with uλα ∈ Φλ then ⟨γ, uλα⟩ = χ−(u−1
λ y−1

γ uλα).

Proof. Let β = uλα. Since β ∈ Φλ we have β = eλ[k,i] − eλ[k,j] for some 1 ≤ k ≤ r(λ), with

1 ≤ i < j ≤ λk (see Lemma A.5). Let γ + Qλ =
∑r(λ)

j=1 aj ẽj . Write ak = λkbk + ck with
0 ≤ ck < λk. By Proposition 2.6 we have

⟨γ, β⟩ =

{
0 if either i, j ≤ ck or i, j > ck

1 if i ≤ ck < j.

We claim that in the first case u−1
λ y−1

γ β > 0 while in the second case u−1
λ y−1

γ β < 0. For if

i, j ≤ ck then as in Lemma A.12 we have y−1
γ β = eλ[k,i+c∗k]

− eλ[k,j+c∗k]
and so u−1

λ y−1
γ β > 0 (as

i+c∗k < j+c∗k, see Lemma A.6 for a similar argument). Similarly if i, j > ck. On the other hand,
if i ≤ ck < j then we have y−1

γ uλβ = eλ[k,i+c∗k]
− eλ[k,j−ck], and since i + c∗k > j − ck (because

i+ λk > j) we have u−1
λ y−1

γ β < 0. Hence the result.
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Theorem A.14. Let γ ∈ P (λ) with γ+Qλ =
∑r(λ)

k=1 akẽk where ak = λkbk+ck with 0 ≤ ck < λk,
and let c∗k = λk − ck. Then

ℓ(u−1
λ τγuλ) =

∑
1≤k<l≤r(λ)

z(γ, k, l) where z(γ, k, l) =

{
|λlak − λkal| if bk ̸= bl

c∗l |ck − cl|+ cl|c∗k − c∗l | if bk = bl.

Proof. For β ∈ Φ let h(γ, β) = ⟨γ, β⟩ − χ−(u−1
λ y−1

γ β), and so since u−1
λ τγuλ = tu−1

λ γu
−1
λ yγuλ we

have
ℓ(u−1

λ τγuλ) =
∑

β∈uλΦ+

|h(γ, β)|.

By Lemma A.13 we have h(γ, β) = 0 if β ∈ Φλ, so we can omit these roots from the analysis.
Then uλΦ

+\Φλ is a disjoint union of the sets Bk,l with 1 ≤ k < l ≤ r(λ), and hence

ℓ(u−1
λ τγuλ) =

∑
1≤k<l≤r(λ)

∑
β∈Bk,l

|h(γ, β)|.

Thus to prove the theorem it is sufficient to prove that∑
β∈Bk,l

|h(γ, β)| = z(γ, k, l). (A.3)

Let β+ = β+(k, l; i, j) ∈ B+
k,l, where 1 ≤ i ≤ j ≤ λl, and let β− = β−(k, l; i, j) ∈ B−

k,l, where
1 ≤ j ≤ λl and j < i ≤ λk. Since

⟨γ, β+⟩ =


bk − bl if i ≤ ck, j ≤ cl or i > ck, j > cl

bk − bl + 1 if i ≤ ck, j > cl

bk − bl − 1 if i > ck, j ≤ cl.

(A.4)

Thus it follows that if bk − bl ≤ −1 then h(γ, β+) ≤ 0, and if bk − bl ≥ 1 then h(γ, β+) ≥ 0 (note
that if bk − bl = 1 with i > ck and j ≤ cl then by Lemma A.12 we have u−1

λ y−1
γ β+ > 0 and so

h(γ, β+) = −χ−(u−1
λ y−1

γ β+) = 0).
Similarly, since

⟨γ, β−⟩ =


bl − bk if i ≤ ck, j ≤ cl or i > ck, j > cl

bl − bk + 1 if i > ck, j ≤ cl

bl − bk − 1 if i ≤ ck, j > cl

(A.5)

it follows that if bk − bl ≥ 1 then h(γ, β−) ≤ 0, and if bk − bl ≤ −1 then h(γ, β−) ≥ 0 (note that
if bk − bl = −1 with i ≤ ck and j > cl then by Lemma A.12 we have h(γ, β−) = 0).

To prove (A.3) we consider the following cases.

Case 1: Suppose that bk − bl ≥ 1. The above observations give∑
β∈Bk,l

|h(γ, β)| =
∑

β∈B+
k,l

h(γ, β)−
∑

β∈B−
k,l

h(γ, β)

=
∑

β∈B+
k,l

⟨γ, β⟩ −
∑

β∈B−
k,l

⟨γ, β⟩ −
∑

β∈B+
k,l

χ−(u−1
λ y−1

γ β) +
∑

β∈B−
k,l

χ−(u−1
λ y−1

γ β).
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The first two terms combine to give ⟨γ, 2ρk,l⟩, where

ρk,l =
1

2

∑
β∈B+

k,l∪(−B−
k,l)

β =
1

2

∑
β∈Φ+

k,l

β,

and so
∑

β∈Bk,l
|h(γ, β)| = ⟨γ, 2ρk,l⟩−S where S =

∑
β∈B+

k,l
χ−(u−1

λ y−1
γ β)−

∑
β∈B−

k,l
χ−(u−1

λ y−1
γ β).

We claim that S = 0. To see this, note that since B+
k,l = Φ+

k,l\Φ(uλ) and −B−
k,l = Φ(uλ) ∩ Φk,l

we have

S =
∑

β∈Φ+
k,l\Φ(uλ)

χ−(u−1
λ y−1

γ β)−
∑

β∈Φ(uλ)∩Φk,l

χ−(−u−1
λ y−1

γ β)

=
∑

β∈Φ+
k,l

χ−(u−1
λ y−1

γ β)−
∑

β∈Φ(uλ)∩Φk,l

[
χ−(u−1

λ y−1
γ β) + χ−(−u−1

λ y−1
γ β)

]
.

Each term in the second sum is 1, and hence S = |Φ(yγuλ) ∩ Φk,l| − |Φ(uλ) ∩ Φk,l|. Since
ℓ(yγuλ) = ℓ(uλ) + ℓ(yγ) we have Φ(yγuλ) = Φ(yγ) ⊔ yγΦ(uλ) and so |Φ(yγuλ) ∩ Φk,l| = |Φ(yγ) ∩
Φk,l| + |Φ(uλ) ∩ y−1

γ Φk,l|. But Φ(yγ) ∩ Φk,l = ∅ (as Φ(yγ) ⊆ Φ+
λ ) and y−1

γ Φk,l = Φk,l, and so
S = 0. Thus ∑

β∈Bk,l

|h(γ, β)| = ⟨γ, 2ρk,l⟩,

but 2ρk,l = λl
∑λk

i=1 eλ[k,i] − λk
∑λl

j=1 eλ[l,j] and so by Proposition 2.6 ⟨γ, 2ρk,l⟩ = λlak − λkal,
and hence (A.3) holds.

Case 2: Suppose that bk − bl ≤ −1. Then the above observations, along with the calculations in
Case 1, give∑

β∈Bk,l

|h(γ, β)| = −
∑

β∈B+
k,l

h(γ, β) +
∑

β∈B−
k,l

h(γ, β) = −⟨γ, 2ρk,l⟩ = λkal − λlak

and so again (A.3) holds.

Case 3: Suppose that bk − bl = 0. We first note that in this case

z(γ, k, l) =


λkcl − λlck if ck ≤ cl (and hence c∗k ≥ c∗l )

λlck − λkcl if ck > cl and c
∗
k ≤ c∗l

c∗l (ck − cl) + cl(c
∗
k − c∗l ) if ck > cl and c

∗
k > c∗l .

(A.6)

From (A.4) and (A.5) we have the following (noting that 1 − χ−(·) = χ+(·) where χ+(·) is the
characteristic function of Φ+).

• If i ≤ ck and j ≤ cl then |h(γ, β+)| = χ−(u−1
λ y−1

γ β+) and |h(γ, β−)| = χ−(u−1
λ y−1

γ β−).
• If i > ck and j > cl then |h(γ, β+)| = χ−(u−1

λ y−1
γ β+) and |h(γ, β−)| = χ−(u−1

λ y−1
γ β−).

• If i ≤ ck, j > cl then |h(γ, β+)| = χ+(u−1
λ y−1

γ β+) and |h(γ, β−)| = 1 (see Lemma A.12).
• If i > ck and j ≤ cl then |h(γ, β+)| = 1 (see Lemma A.12) and |h(γ, β−)| = χ+(u−1

λ y−1
γ β−).
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Thus, by Lemma A.12, we have
∑

β∈Bk,l
|h(γ, β)| = |X1|+ · · ·+ |X8|, where

X1 = {(i, j) | 1 ≤ i ≤ j ≤ λl, i ≤ ck, j ≤ cl, i+ c∗k > j + c∗l }
X2 = {(i, j) | 1 ≤ i ≤ j ≤ λl, i > ck, j > cl, i− ck > j − cl}
X3 = {(i, j) | 1 ≤ i ≤ j ≤ λl, i ≤ ck, j > cl, i+ c∗k ≤ j − cl}
X4 = {(i, j) | 1 ≤ i ≤ j ≤ λl, i > ck, j ≤ cl}
X5 = {(i, j) | 1 ≤ j ≤ λl, j < i ≤ λk, i ≤ ck, j ≤ cl, i+ c∗k ≤ j + c∗l }
X6 = {(i, j) | 1 ≤ j ≤ λl, j < i ≤ λk, i > ck, j > cl, i− ck ≤ j − cl}
X7 = {(i, j) | 1 ≤ j ≤ λl, j < i ≤ λk, i ≤ ck, j > cl}
X8 = {(i, j) | 1 ≤ j ≤ λl, j < i ≤ λk, i > ck, j ≤ cl, i− ck > j + c∗l }.

We compute the cardinalities of these sets (to do so it helps to draw a sketch of the corresponding
regions in the (i, j)-plane). The analysis divides into the following sub-cases.
(a) Suppose that ck ≤ cl (then necessarily c∗k = λk − ck ≥ λl − cl = c∗l ). Then we compute

|X1| =

{
ck(c

∗
k − c∗l )−

1
2(λk − λl)(λk − λl − 1) if cl > c∗k − c∗l

ck(cl + 1)− 1
2ck(ck + 1) if cl ≤ c∗k − c∗l

|X8| =

{
1
2(c

∗
k − c∗l − 1)(c∗k − c∗l ) if cl > c∗k − c∗l

cl(c
∗
k − c∗l )−

1
2cl(cl + 1) if cl ≤ c∗k − c∗l ,

and |X2| = (cl−ck)(λl−cl), |X4| = 1
2(cl−ck)(cl−ck+1), and |X3| = |X5| = |X6| = |X7| = 0.

Summing gives
∑

β∈Bk,l
|h(γ, β)| = λkcl − λlck as required (see (A.6)).

(b) Suppose that ck > cl and c∗k ≤ c∗l . Then |X1| = |X2| = |X4| = |X8| = 0, |X3| =
1
2(c

∗
l − c∗k)(c

∗
l − c∗k + 1), |X5| = cl(c

∗
l − c∗k), and

|X6| =

{
(λl − ck)(ck − cl) +

1
2(ck − cl)(ck − cl + 1)− 1

2(c
∗
l − c∗k)(c

∗
l − c∗k + 1) if ck ≤ λl

1
2c

∗
l (c

∗
l + 1)− 1

2(c
∗
l − c∗k)(c

∗
l − c∗k + 1) if ck > λl

|X7| =

{
1
2(ck − cl − 1)(ck − cl) if ck ≤ λl
1
2(ck − cl − 1)(ck − cl)− 1

2(ck − λl − 1)(ck − λl) if ck > λl.

Thus
∑

β∈Bk,l
|h(γ, β)| = λlck − λkcl as required.

(c) Suppose that ck > cl and c
∗
k > c∗l . Then |X2| = |X3| = |X4| = |X5| = 0, and

|X1| =

{
1
2cl(cl + 1) if cl ≤ c∗k − c∗l
(cl − (c∗k − c∗l ))(c

∗
k − c∗l ) +

1
2(c

∗
k − c∗l )(c

∗
k − c∗l + 1) if cl > c∗k − c∗l

|X6| =

{
(λl − ck)(ck − cl) +

1
2(ck − cl)(ck − cl + 1) if ck ≤ λl

1
2c

∗
l (c

∗
l + 1) if ck > λl

|X7| =

{
1
2(ck − cl − 1)(ck − cl) if ck ≤ λl
1
2(ck − cl − 1)(ck − cl)− 1

2(ck − λl − 1)(ck − λl) if ck > λl

|X8| =

{
1
2cl(cl − 1) + cl(c

∗
k − λl) if cl ≤ c∗k − c∗l

1
2(c

∗
k − c∗l − 1)(c∗k − c∗l ) if cl > c∗k − c∗l .

Thus |X1| + |X8| = cl(c
∗
k − c∗l ) (in both cases) and |X6| + |X7| = c∗l (ck − cl) (in both

cases), and hence
∑

β∈Bk,l
|h(γ, β)| = c∗l (ck − cl) + cl(c

∗
k − c∗l ) as required, completing the

proof.

52



Remark A.15. Note that by (A.6) we have z(γ, k, l) = |λlak − λkal| in all cases except when
bk = bl with ck > cl and c

∗
k > c∗l . Moreover, if λ = (dr) (that is one block of row length d with

r rows) then the case ck > cl and c
∗
k > c∗l cannot occur, and thus z(γ, k, l) = d|ak − al| in all

cases. Thus in the 1-block case we have the simplified formula

ℓ(u−1
λ τγuλ) = d

∑
1≤k<l≤r

|ak − al|.

Example A.16. Consider the λ = [4, 2] case with γ = 2ẽ1 + ẽ2. The b1 = b2 = 0, c1 = 2,
c2 = 1, c∗1 = 2, and c∗2 = 1, and so c1 > c2 and c∗1 > c∗2. The formula from Theorem A.14 gives
ℓ(u−1

λ τγuλ) = c∗2(c1 − c2) + c2(c
∗
1 − c∗2) = 2. Indeed a direct calculation gives u−1

λ τγuλ = s1s4σ
3.

A.4 Monotonicity of ℓ(mγ) with respect to ≼λ

The following theorem will be used in the important Proposition 7.5. The broken symmetry in
the definition of z(γ, k, l) (that is, the existence of two cases in the definition) complicates the
proof.

Theorem A.17. If γ, γ′ ∈ P
(λ)
+ with γ + Qλ ≼λ γ

′ + Qλ then ℓ(mγ) ≤ ℓ(mγ′) with equality if
and only if γ = γ′.

Proof. By Theorem A.11 it suffices to prove that ℓ(u−1
λ τγuλ) < ℓ(u−1

λ τγ′uλ) with equality if
and only if γ = γ′. Let L(γ) = ℓ(u−1

λ τγuλ) and let B1, . . . , Br be the blocks of tr(λ). By
Theorem A.14 we have

L(γ) =
r∑

p=1

∑
k,l∈Bp, k<l

z(γ, k, l) +
∑

1≤p<q≤r

∑
k∈Bp, l∈Bq

z(γ, k, l), (A.7)

and similarly for L(γ′). Write γ′ + Qλ = γ + ϵ + Qλ with ϵ ∈ Qλ
+. From Lemma 2.16 we

have ϵ =
∑r(λ)

i=1 diẽi where
∑

i∈Bp
di = 0 for all 1 ≤ p ≤ r and d1 + · · · + di ≥ 0 for all

1 ≤ i ≤ r(λ). Thus ϵ = ϵ1 + · · · + ϵr where ϵp =
∑

i∈Bp
diẽi ∈ Qλ

+, and for any 1 ≤ p ≤ r

we have γ + ϵp + Qλ ∈ (P/Qλ)+ with γ + Qλ ≼λ γ + ϵp + Qλ ≼λ γ
′ + Qλ. Thus it suffices to

prove the result in the case γ′ + Qλ = γ + ϵp + Qλ for some 1 ≤ p ≤ r (that is, γ + Qλ and
γ′ +Qλ only differ in one block), and then by well known properties of the dominance order on
the symmetric group (see, for example, [29, Corollary 2.7]) it suffices to prove the result when
ϵp = ẽi − ẽj for some i, j ∈ Bp with i < j.

Thus we henceforth assume that γ+Qλ, γ
′+Qλ ∈ (P/Qλ)+ with γ′+Qλ = γ+ ẽi− ẽj +Qλ

for some i, j ∈ Bp with i < j. Write γ +Qλ =
∑r(λ)

m=1 amẽm and γ′ +Qλ =
∑r(λ)

m=1 a
′
mẽm. Thus

a′m = am unless m ∈ {i, j}, and a′i = ai + 1 and a′j = aj − 1. Note that if bk > bl then we have

λlak − λkal = λkλl(bk − bl) + (λlck − λkcl) > λkλl − λkλl = 0, (A.8)

and similarly if bk < bl then λlak − λkal < 0.
Let B<p = B1 ∪ · · · ∪Bp−1 and B>p = Bp+1 ∪ · · · ∪Br. Since z(γ

′, k, l) = z(γ, k, l) whenever
k, l /∈ {i, j} the formula (A.7) gives

L(γ′)− L(γ) =
∑

k,l∈Bp, k<l

(
z(γ′, k, l)− z(γ, k, l)

)
+

∑
k∈B<p

(
z(γ′, k, i)− z(γ, k, i) + z(γ′, k, j)− z(γ, k, j)

)
+

∑
l∈B>p

(
z(γ′, i, l)− z(γ, i, l) + z(γ′, j, l)− z(γ, j, l)

)
.
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We must show that L(γ′) − L(γ) > 0. We analyse each sum separately. Let λ0 = λk for any
k ∈ Bp (so λ0 is the length of the rows in block Bp).

Consider the first sum. For k, l ∈ Bp with k < l we have (by dominance within the block)
z(γ, k, l) = λ0(ak − al) and z(γ

′, k, l) = λ0(a
′
k − a′l). Then, since a′k = ak and al = a′l whenever

k, l /∈ {i, j} and a′i = ai + 1 and a′j = aj − 1 we see that∑
k,l∈Bp, k<l

(
z(γ′, k, l)− z(γ, k, l)

)
= 2λ0(j − i) > 0.

Now consider the second and third sums in the above formula for L(γ′)−L(γ). To prove the
theorem it is sufficient, given the strict inequality for the first sum, to show that each summand
is nonnegative. We have a′i = ai + 1 and a′j = aj − 1, and

b′i =

{
bi if ci < λi − 1

bi + 1 if ci = λi − 1
c′i =

{
ci + 1 if ci < λi − 1

0 if ci = λi − 1

b′j =

{
bj if cj > 0

bj − 1 if cj = 0
c′j =

{
cj − 1 if cj > 0

λj − 1 if cj = 0.

We first analyse the second sum. For k ∈ B<p let

x1(k) = z(γ′, k, i)− z(γ, k, i) and x2(k) = z(γ′, k, j)− z(γ, k, j),

and set x(k) = x1(k) + x2(k). We must show that x(k) ≥ 0 for all k ∈ B<p.
First consider x1(k). As before, let c

∗
m = λm − cm for 1 ≤ m ≤ r(λ). We claim that

x1(k) =



−λk if bk > bi

−λk if bk = bi = b′i with ck > ci and c
∗
k < c∗i

λk + 2(ci − c∗i + 1− ck) if bk = bi = b′i with ck > ci and c
∗
k ≥ c∗i

λk if bk = bi = b′i with ck ≤ ci

λk if bk = bi with b
′
i = bi + 1

λk if bk < bi.

(A.9)

To prove (A.9) we consider the following cases.
• Suppose that bk > bi. If either bk ≥ bi + 2, or bk = bi + 1 with b′i = bi, then bk > bi, b

′
i and

so by (A.8)
x1(k) = (λ0ak − λk(ai + 1))− (λ0ak − λkai) = −λk.

If bk = bi + 1 with b′i = bi + 1 then ci = λ0 − 1, and c′i = 0 (so c′i
∗ = λ0). Since bk > bi we

have z(γ′, k, i) = |c′i
∗(ck − c′i)|+ |c′i(c∗k − c′i

∗)| = λ0ck and z(γ, k, i) = λ0ak − λkai, and so

x1(k) = λ0ck − (λ0ak − λkai) = λ0λk(bi − bk) + λkci = −λ0λk + λk(λ0 − 1) = −λk.

• Suppose that bk = bi with b
′
i = bi. So ci < λi−1 and c′i = ci+1, so c′i

∗ = λ0−ci−1 = c∗i −1.
Then we have z(γ, k, i) = c∗i |ck − ci|+ ci|c∗k − c∗i | and

z(γ′, k, i) = (c∗i − 1)|ck − ci − 1|+ (ci + 1)|c∗k − c∗i + 1|.

We have the following sub-cases. Suppose first that ck > ci and c
∗
k < c∗i . Then

x1(k) = (c∗i − 1)(ck − ci − 1) + (ci + 1)(c∗i − c∗k − 1)− c∗i (ck − cl)− ci(c
∗
i − c∗k) = −λk.
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Now suppose that ck > ci and c
∗
k ≥ c∗i . Then

x1(k) = (c∗i − 1)(ck − ci − 1) + (ci + 1)(c∗k − c∗i + 1)− c∗i (ck − ci)− ci(c
∗
k − c∗i )

= λk + 2(ci − c∗i + 1− ck).

Finally suppose that ck ≤ ci. Then c
∗
k = λk − ck ≥ λi − ci = c∗i , and

x1(k) = (c∗i − 1)(ci + 1− ck) + (ci + 1)(c∗k − c∗i + 1)− c∗i (ci − ck)− ci(c
∗
k − c∗i ) = λk,

completing the analysis for this case.
• Suppose that bk = bi with b

′
i = bi + 1. So ci = λ0 − 1 and c∗i = 1. Since bk < b′i we have

z(γ′, k, i) = −λ0ak + λk(ai + 1). Since ck ≤ λk − 1 ≤ λ0 − 1 we have ck ≤ ci and c
∗
k ≥ c∗i

and so z(γ, k, i) = c∗i |ck − ci|+ ci|c∗k − c∗i | = λ0c
∗
k − λk. Thus

x1(k) = −λ0ak + λkai + λk − λ0c
∗
k + λk = λk

• Finally suppose that bk ≤ bi − 1. Thus bk < bi and bk < b′i, and so

x1(k) = − (λ0ak − λk(ai + 1)) + (λ0ak − λkai) = λk,

completing the proof of the claim.
We now consider x2(k). We claim that

x2(k) =



λk if bk > bj

λk if bk = bi with b
′
j = bj − 1

λk if bk = bj = b′j with ck ≥ cj and c∗k ≤ c∗j
−λk + 2(c∗j − cj + 1 + ck) if bk = bj = b′j with ck ≥ cj and c∗k > c∗j
−λk if bk = bj = b′j with ck < ci

−λk if bk < bj .

(A.10)

The proof of the claim is very similar to the case of x1(k). For example, consider the most
involved case with bk = bj and b′j = bj . So cj > 0 and c′j = cj − 1 (so c′j

∗ = c∗j + 1). Thus

x2(k) = c′j
∗|ck − c′j |+ c′j |c∗k − c′j

∗| − c∗j |ck − cj | − cj |c∗k − c∗j |
= (c∗j + 1)|ck − cj + 1|+ (cj − 1)|c∗k − c∗j − 1| − c∗j |ck − cj | − cj |c∗k − c∗j |.

We have the following sub-cases. If ck ≥ ci and c
∗
k ≤ c∗i it follows that x2(k) = λk. If ck ≥ ci and

c∗k > c∗i it follows that x2(k) = −λk + 2(c∗j − cj + 1+ ck). Finally if ck < ci then c
∗
k = λk − ck >

λi − ci = c∗i , and we calculate x2(k) = −λk. The details of the remaining cases are omitted.
We now use (A.9) and (A.10) to show that x(k) = x1(k) + x2(k) ≥ 0. Recall that ai ≥ aj ,

and so bi ≥ bj , and moreover if bi = bj then ci ≥ cj (by dominance in a block). If either
x1(k) = x2(k) = λk, or x1(k) = λk = −x2(k), or x1(k) = −λk = −x2(k) then x(k) ≥ 0. It
remains to consider the following potentially problematic cases:
(1) x1(k) = −λk and x2(k) = −λk. This situation implies that bk = bi = b′i with ck > ci

and c∗k < c∗i , and also bk = bj = b′j with ck < cj . But then bi = bj with ci < ck < cj ,
contradicting dominance. So this case does not occur.

(2) x1(k) = −λk and x2(k) = −λk + 2(c∗j − cj + 1 + ck). The condition on x1(k) implies that
either bk > bi or bk = bi = b′i with ck > ci and c

∗
k < c∗i , and the condition on x2(k) implies

that bk = bj = b′j with ck ≥ cj and c∗k > c∗j . Since bi ≥ bj the case bk > bi is eliminated,
and so we obtain bi = bj with c∗i > c∗k > c∗j , and hence cj > ci, again a contradiction. So
again this case does not occur.
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(3) x1(k) = λk and x2(k) = −λk + 2(c∗j − cj + 1 + ck). In this case the condition on x2(k)
implies that ck ≥ cj , and so x(k) = x1(k) + x2(k) = 2(c∗j + ck − cj + 1) ≥ 0.

(4) x1(k) = λk+2(ci−c∗i +1−ck) and x2(k) = −λk. The condition on x1(k) gives bk = bi = b′i
with ck > ci and c

∗
k ≥ c∗i , and the condition on x2(k) gives either bk < bj , or bk = bj = b′j

with ck < cj . Since bi ≥ bj the case bk < bj is eliminated. Thus bi = bj and ci < ck < cj ,
a contradiction. So this case does not occur.

(5) x1(k) = λk + 2(ci − c∗i + 1− ck) and x2(k) = λk. In this case the condition on x1(k) gives
c∗k ≥ c∗i , and so x(k) = 2(c∗k − c∗i + ci + 1) ≥ 0.

(6) x1(k) = λk + 2(ci − c∗i + 1 − ck) and x2(k) = −λk + 2(c∗j − cj + 1 + ck). The condition
on x1(k) gives bk = bi = b′i with ck > ci and c∗k ≥ c∗i , and the condition on x2(k) gives
bk = bj = b′j with ck ≥ cj and c∗k > c∗j . We have x(k) = 2(2 + ci − cj + c∗j − c∗i ), and by
dominance ci ≥ cj and c∗j ≥ c∗i , hence x(k) ≥ 0.

Thus we have shown that x(k) ≥ 0 for all k ∈ B<p. It remains to consider the third sum in the
formula for L(γ′)−L(γ). For l ∈ B>p let y1(l) = z(γ′, i, l)−z(γ, i, l), y2(l) = z(γ′, j, l)−z(γ, j, l),
and set y(l) = y1(l) + y2(l). A similar analysis to the above shows that y(l) ≥ 0 for all l ∈ B>p,
completing the proof.
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